PREFACE

Basic Electronics, is written for men and women of the U. S. Navy and Naval Reserve whose duties require them to have a knowledge of the fundamentals of electronics. Electronics concerns itself with the emission, behavior, and effect of electrons in vacuums, gases, and semiconductors. Technically speaking, electronics, is a broad term extending into many fields of endeavor. Today, electronics projects itself into Navy life at every turn. It facilitates a means of rapid communications, navigates ships, helps control engineering plants, aims guns, drops bombs, and performs logistic functions. It is, therefore, important to become well informed in all areas of basic electronics, in order to be able to qualify for any of the many applicable rates or ratings.

Volume I covers general information concerning naval electronics equipments, testing devices, safety procedures, basic transistor and electron tube circuits, and electronic communications. The reader should understand the concepts treated in Volume I before an attempt is made to study the more advanced subjects treated in this volume.

Volume II treats dual trace oscilloscopes, the operation and application of pulse forming and pulse shaping circuits, microwave devices such as skystrons, magnetrons, phantastrons, resonant cavities, waveguides, and duplexers. A detailed coverage of microwave receiving, transmitting and indicating systems is also presented.

The final chapter presents a discussion of number systems and logic circuits. This material is intended as introductory, and for men and women of some ratings, it will be necessary to refer to manuals which present a more in-depth discussion.

As one of the basic Navy training publications, this book was prepared by the Naval Education and Training Production Development Center, Pensacola, FL. Technical assistance was provided by the Electronics Technician School, Great Lakes, IL.

Revised 1979

Stock Ordering No.
0502-LP-050-4370

UNITED STATES
GOVERNMENT PRINTING OFFICE
WASHINGTON, D.C.: 1971
THE UNITED STATES NAVY

GUARDIAN OF OUR COUNTRY

The United States Navy is responsible for maintaining control of the sea and is a ready force on watch at home and overseas, capable of strong action to preserve the peace or of instant offensive action to win in war.

It is upon the maintenance of this control that our country's glorious future depends; the United States Navy exists to make it so.

WE SERVE WITH HONOR

Tradition, valor, and victory are the Navy's heritage from the past. To these may be added dedication, discipline, and vigilance as the watchwords of the present and the future.

At home or on distant stations we serve with pride, confident in the respect of our country, our shipmates, and our families.

Our responsibilities sober us; our adversities strengthen us.

Service to God and Country is our special privilege. We serve with honor.

THE FUTURE OF THE NAVY

The Navy will always employ new weapons, new techniques, and greater power to protect and defend the United States on the sea, under the sea, and in the air.

Now and in the future, control of the sea gives the United States her greatest advantage for the maintenance of peace and for victory in war.

Mobility, surprise, dispersal, and offensive power are the keynotes of the new Navy. The roots of the Navy lie in a strong belief in the future, in continued dedication to our tasks, and in reflection on our heritage from the past.

Never have our opportunities and our responsibilities been greater.
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CHAPTER 1

DUAL TRACE OSCILLOSCOPE

A general overview of basic oscilloscope operation has been presented in Volume I, chapter 3. This chapter will examine the dual trace oscilloscope. Dual trace operation permits viewing of two independent signal sources as a dual display on a single cathode-ray tube (CRT) screen. This operation affords an accurate means of making amplitude, phase, or time displacement comparisons and measurements between two signals.

A dual trace oscilloscope should not be confused with a dual beam oscilloscope. Dual beam oscilloscopes are those which produce two separate electron beams on a single scope, which can be individually or jointly controlled. There are multibeam scopes used for specialized applications that have more than two separate beams. Dual trace refers to a single beam in a CRT that is shared by two channels.

OBTAINING THE DUAL TRACE

There are two methods by which the single beam is shared. The first method of obtaining a dual trace is called the CHOP MODE. Figure 1-1 shows a simplified block diagram of the dual trace section, using the chop mode.

The output d.c. voltage reference on each of the amplifiers is adjustable. Therefore, the beam will be deflected by different amounts on each channel, if the voltage reference is different at each amplifier output. The output voltage from each amplifier is applied to the deflection plates through the gate. The gate is actually an electronic switch; in this application, it is commonly referred to as a BEAM SWITCH. The switch is controlled by a high frequency multivibrator in the chop mode. That is, the gate selects one channel's output and then the other at a high frequency rate, which is 100 kHz in most oscilloscopes. Since the switching time is very short in a good quality oscilloscope, the resultant display is two horizontal dashed lines, as shown in figure 1-2A.

Dashed line A is the output of one channel while line B is output of the other. The trace goes from left to right due to a sawtooth waveform applied to the horizontal plates. A more detailed analysis shows that the beam moves from 1 to 2 while the gate is connected to the output from one channel. Then when the gate samples the output of the second channel during time 3-4 (assuming channel 2 is at a different voltage reference), the beam is at a different vertical location. The beam continues in the sequence 5-6, 7-8, 9-10, 11-12 through the rest of one horizontal sweep. When the chopping frequency is much higher than the horizontal sweep frequency, the number of dashes will be very large. For example, if the chopping occurs at 100 kHz and the sweep frequency is 1 kHz, then each horizontal line would be comprised of 100 dashes. This display would then look like a series of closely spaced dots as shown in figure 1-2B. As the sweep frequency becomes lower in respect to the chopping frequency, the display will show two apparently continuous traces. Therefore, the chop mode is used at low sweep rates (low time per division settings). When signals are applied to the channel amplifiers, the outputs are changed in accordance with the input signal. The resultant pattern on the screen gives a time base presentation of the signal of each channel as shown in figure 1-3. Part A shows the chopped traces without signals; B depicts the signals into the two channels; and C is the resultant display.

The second method (ALTERNATE MODE) of obtaining a dual trace function uses the technique of gating between sweeps as shown in figure 1-4. The gate samples one channel for one complete sweep and the other channel for the next complete sweep. The gate selection is controlled by the sweep circuitry shown in the block diagram of figure 1-4. At slow sweep speeds, one trace begins to fade while the other channel is being gated. Consequently, this mode is not used for slow sweep speeds. Because the chop mode will not operate satisfactorily at high speeds and the
alternate mode is deficient at low speeds, both are used on dual trace oscilloscopes to complement each other.

CONTROLS

Because the settings of the controls on the front panel change the operation of an oscilloscope, it is imperative that the user have an understanding of the effects of these controls. (Many of these controls function identically to those on the single trace triggered oscilloscope previously discussed.) The controls in the following discussion are illustrated in figure 1-5. It should be noted that this is a drawing for clarity, and is not intended to illustrate any particular type of dual trace oscilloscope.

CRT CIRCUITRY CONTROLS

The ON-OFF switch controls the application of primary power to the oscilloscope. On many oscilloscopes, this switch is part of another control such as the INTENSITY control or GRATICULE control. (The graticule is the overlying grid on the face of the crt.) Figure 1-5 shows the ON-OFF switch as a part of the GRATICULE control. Some oscilloscopes have a lamp near the ON-OFF switch that illuminates to indicate the power on condition.

The GRATICULE control varies the graticule illumination intensity. The best setting depends on ambient light conditions and the specific use of the oscilloscope.

Adjustment of the INTENSITY or BRILLIANCE control varies the brightness of the spot or trace. Internally, this control varies the bias of the crt.

A small clear spot or trace is obtained by setting the FOCUS control, while a trace of uniform width across the entire screen is dependent on
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The setting of the ASTIGMATISM (ASTIG) control. Since the INTENSITY, FOCUS, and ASTIGMATISM controls interact, they must be adjusted in relation to one another to obtain a uniform trace with maximum resolution at the desired intensity.

VERTICAL SECTION CONTROLS

The input coupling switch determines the type of voltage that will be applied to the vertical channel. Figure 1-6 shows the basic coupling networks in AC, DC, and GROUND positions.

The capacitor in the AC position blocks the d.c. component of the input, so only a change in voltage is coupled to the vertical deflection circuits. The input to the vertical channel is directly coupled in the DC position. A third position (GND) is used to ground the vertical amplifier input and open the input signal path between the input jack and the amplifiers.

The VOLTS/CM SWITCH selects different settings on an input attenuator network. When the setting of the VOLTS/CM switch is changed, the amount of attenuation of the input signal is varied, and the amplitude of the display is changed. The gain of the vertical amplifiers is adjusted during calibration so that each position of the VOLT/CM switch will provide a vertical deflection of a specified amount for a given signal strength. For example, in the 1 volt per centimeter position (fig. 1-5), each centimeter that the display covers, vertically, represents one volt (the graticule is usually divided into divisions of one centimeter).

The VARIABLE AMPLITUDE control (generally a part of the VOLTS/CM switch, see fig. 1-5) provides another means for varying the amplitude of the display. This control varies the gain of the vertical amplifiers. If the VARIABLE control is not fully clockwise, the vertical deflection will be less than what is specified by the VOLTS/CM position.

The VERTICAL POSITION (SHIFT) control affects the vertical location of the display. This is accomplished by varying the d.c. potential between the vertical deflection plates.

The BALANCE (BAL) control is normally a screwdriver adjustment which, when properly adjusted, prevents shifting of the trace as the VARIABLE AMPLITUDE control is adjusted.

The SET GAIN control is a screwdriver adjustment that varies the gain of the vertical amplifiers. When it is properly adjusted with the VOLTS/CM switch in the CAL position, the amount of vertical deflection will be correct for the other VOLTS/CM settings.

If a X10 switch is incorporated, it switches in an additional amplifier stage that has a gain of 10. This increases the amplitude of the signal applied to the vertical deflection plates by 10. The frequency response will usually be much less in this position and should not be used unless absolutely necessary.

An INVERT switch reverses the phase of the voltage applied between the vertical deflection plates. This can be used to superimpose two signals that are actually 180° out of phase.
The MODE switch determines the channel that is being gated to the vertical deflection plates. Usually, the following modes are available: CHANNEL 1 ONLY (CHAN 1), CHANNEL 2 ONLY (CHAN 2), ALTERNATE (ALT), CHOP, or ADD. In the CHANNEL 1 ONLY mode, the beam switch remains connected to channel 1 and the oscilloscope behaves essentially as a single trace scope. The CHANNEL 2 ONLY mode applies the voltage on channel 2 only to the vertical deflection system. When switched to the ALTERNATE mode, the oscilloscope requires high horizontal sweep speeds for signal comparison. One channel will appear on the screen during one sweep and the other channel output will appear during the other sweep. For low sweep speeds, the CHOP mode, which presents both channels during the same sweep, is used. In the ADD mode, the signal voltage on channel 1 is algebraically added to the signal voltage on channel 2. Consequently, a single trace, which represents the sum of the two channels, is displayed.

The TRIGGER SOURCE selector control allows either channel input to trigger either sweep trace. A common example of the use of the control is the selection of channel 1 or channel 2 as the trigger or synchronizing source for the horizontal sweep. However, some oscilloscopes have two independent horizontal sweeps which can be triggered in any combination from channel 1 and channel 2, i.e., sweep A, as shown in figure 1-5, can be triggered by either channel and sweep B can be triggered by either channel. In other oscilloscopes, a composite signal of A and B can be selected to trigger the sweep circuits.

Figure 1-4.—ALTERNATE mode.

TRIGGERING AND HORIZONTAL SECTION CONTROLS

The setting of the TRIGGER SELECTION switch to the INTERNAL (INT) position makes it possible to obtain the trigger pulse internally from the vertical amplifiers. The channel that does the triggering is selected by the setting of the TRIGGER SOURCE selector as just described. By switching the TRIGGER SELECTION switch to EXTERNAL (EXT), the trigger can be obtained externally from whatever source is being applied through the external trigger jack. Some units (as shown in fig. 1-5) also have a LINE position from which can be obtained a low amplitude 60-Hz line voltage which can also be used for triggering. These positions are sometimes called TRIGGER MODES.

The TRIGGER COUPLING switch usually has three positions: DC, AC, and HIGH FREQUENCY AC (HFAC). The DC position provides direct coupling to the trigger circuits, whereas the AC position incorporates a coupling capacitor to block any d.c. component. The HIGH FREQUENCY AC position has a high pass filter which passes only those trigger signals that are above a certain frequency.

The position of the TRIGGER SLOPE switch determines whether the sawtooth sweep will be initiated on the positive going portion or on the negative going portion of the signal to be displayed. In figure 1-7, the positive going portion occurs from time A to B and the negative going portion occurs from time B to C.
Figure 1-5.—Dual trace oscilloscope controls.
The TRIGGER LEVEL (mounted with the TRIGGER SLOPE of fig. 1-5) determines the voltage level required to trigger the sweep. For example, in the INTERNAL TRIGGER mode, the trigger is obtained from the signal to be displayed, therefore, the setting of the TRIGGER LEVEL will determine the point of the input waveform that will be displayed at the start of the sweep.

Figure 1-8 shows some of the displays for one channel that will be obtained for different trigger levels and trigger slope settings. The level is zero and the slope is positive in diagram A, while diagram B also shows a zero level but a negative slope selection. Diagram C shows the effects of a positive trigger level setting and positive trigger slope setting, while diagram D displays a negative trigger level setting with a positive trigger slope setting. Diagrams E and F have negative slope settings. The difference is that E has a positive trigger level setting while F has a negative trigger level setting.

The automatic function of the trigger circuitry allows a free running trace without a trigger signal. Synchronization is not synonymous with triggering. Triggering refers to a certain condition which initiates an operation. Without this condition, the operation would not occur. In the case of the triggered sweep that was just presented, the sweep will not be started until a trigger is applied and each succeeding sweep must have a trigger before a sweep commences. Synchronization means the causation of an operation or event to be brought in step with a second operation. A sweep circuit which uses synchronization instead of triggering will cause a previously free running sweep to be locked in step with the synchronizing signal. The TRIGGER LEVEL control setting must be increased until synchronization occurs; but until this time, an unstable pattern appears on the CRT face.

The A TIME BASE circuitry produces a sawtooth waveform that is applied to the horizontal deflection plates on the CRT in order to obtain a sweep. The rate of the sweep is changed by the TIME/CM switch. For a given setting of the TIME/CM switch, and with the VARIABLE TIME control set to the CAL position, the movement of the beam from left to right across one centimeter (the graticule is divided into centimeters) occurs in the time specified by the TIME/CM switch setting. The VARIABLE TIME control varies the rate of the sweep so that any sweep speed in between those set by the TIME/CM switch can be obtained. Most oscilloscopes have a B TIME BASE circuitry which has a TIME/CM and VARIABLE TIME control which is similar to the A TIME BASE circuitry. The HORIZONTAL POSITION or X SHIFT control adjusts the horizontal position of the trace in both the A and B TIME BASE.

There is normally a screwdriver adjustment called SET CAL which varies the sweep rate.
This is adjusted to obtain the exact time per centimeter sweep rate that is indicated by the TIME/CM setting.

Many oscilloscopes have a X10 switch in the horizontal amplifier section. Just as in the vertical section, this switch adds another amplifier. In the sweep mode, the sawtooth voltage change will be 10 times greater than that required for a complete left to right deflection. As a result only one-tenth of the entire sweep will be visible on the screen.

The heart of sweep circuit control is the DISPLAY switch. In the EXTERNAL (EXT) position of this switch, an external signal must be applied to the external horizontal input jack in order to obtain horizontal deflection. The relationship between the type of waveform applied to the external jack and the Y input jack will determine the resultant display. Two examples are time base presentation, like those obtained when using internal sweeping, and lissajous patterns.

In the A SWEEP position of the DISPLAY switch, internal sweeping occurs as determined by the A TIME/CM controls.

Some oscilloscopes have a B SWEEP position on the DISPLAY switch so that either the A sweep or the B sweep can be used. In many oscilloscopes, the B sweep is used only for the functions of B INTENSIFIED BY A and A DELAYED BY B.

In the B INTENSIFIED BY A (B INT A) position of the DISPLAY switch, the B sweep is applied to the horizontal deflection plates and a rectangular pulse equal to the rise time of the A sweep is added to the unblanking pulse from the B sweep. This will cause the beam to be deflected at the B sweep rate and intensified a greater amount during a time equal to the A sweep. The A sweep time should always be shorter than the B sweep time. The segment of the B sweep which will be intensified will be determined by the setting on the TIME DELAY MULTIPLIER. The settings on the TIME DELAY MULTIPLIER multiplied by the B sweep TIME/CM setting determines the amount of time that will elapse between the initiation of the B sweep and the initiation of the A sweep. An example is shown in figure 1-9.

Waveform A represents the A sweep, while waveform B represents the B sweep. The input signal to one of the vertical channels is represented by waveform C. Waveform D is the composite unblanking pulse, which is the addition of a pulse of a time duration equal to the rise time of waveform B and a pulse of a time duration equal to the rise time of waveform A. As was stated in the preceding paragraph, the start of waveform A is determined by the setting of the TIME DELAY MULTIPLIER. Varying the setting of this control will change the portion of the input waveform that is intensified. Figure 1-9E shows the resultant display.

The A DELAYED BY B (A DELY B) mode display occurs only during the duration of the A sweep. Again the B sweep must be longer than the A sweep and the start of the A sweep in relation to the B sweep is determined by the TIME DELAY MULTIPLIER. In this case the beam is swept by the A sweep and only that segment of the input signal which occurs during the time of the A sweep will be presented on the CRT, since the CRT will be unblanked once during the A sweep. Figure 1-10 shows the typical waveforms when operating in the A DELAYED BY B mode.

Waveform A is the A sweep and waveform B is the B sweep. The input signal applied to a vertical channel is represented by waveform C. The unblanking pulse is shown by waveform D.
The resultant display (waveform E) is that portion of the input waveform that occurs during the A sweep as represented by time (t) in the diagram. This mode of operation is especially useful in displaying an extremely small portion of a complex waveform or for viewing only the rise time of a rectangular wave.

When in dual trace operation and operating in the B INTENSIFIED BY A mode, the waveforms of both inputs will be intensified. In the A DELAYED BY B mode, a segment of both channels will be displayed. These conditions are shown in figure 1-11.

OPERATION

Applications of triggered oscilloscopes will be covered in this section as well as the basic characteristics and operation of dual trace oscilloscopes.
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Figure 1-11.—Dual trace A DELAYED BY B mode.

TIME-BASE GENERATOR

Just as in the single trace oscilloscope, the time-base generator or sweep generator develops a sawtooth wave (waveform D) that provides the horizontal deflection voltage. The rising or positive going part of this sawtooth is linear. That is, the waveform rises through a given number of volts during each unit of time. This rate of rise is set by the TIME/DIV control. The sawtooth voltage is fed to the time-base amplifier. This amplifier includes a phase inverter so that the amplifier supplies two output sawtooth waveforms simultaneously. One of them is positive going (waveform E), while the other is negative going (waveform F). The positive going sawtooth is applied to the right-hand horizontal deflection plate and the negative going sawtooth goes to the left-hand plate. As a result, the cathode-ray beam is swept horizontally to the right through a given number of graticule divisions during each unit of time. The sweep rate is controlled by the TIME/DIV control.

DELAY LINE

In order to maintain a stable display on the screen, each sweep must start at the same point on the waveform being displayed. This is accomplished by feeding a sample of the displayed waveform to a trigger circuit that produces a negative output voltage spike (waveform G) at a selected point on the displayed waveform. This triggering spike is used to start the run-up portion of the horizontal sweep. Since the leading edge of the waveform to be displayed is used to actuate the trigger circuit, and since the triggering and unblanking operations require a measurable time, the actual start of the trace on the screen is lagging the start of the waveform to be displayed. This difference is approximately 14 usec. in many oscilloscopes. Time interval \( t \) represents the difference in figure 1-12. In order to display the leading edge of the input waveforms, a delay, \( Q \), is introduced by the delay line in the vertical deflection channel, after the point where the trigger is obtained. The delayed vertical signal is shown by waveform H and a push-pull version of waveform H comes from the vertical output amplifier. To reemphasize the purpose of the delay line; it is to retard the application of the observed waveform to the vertical deflection plates until the trigger and time-base circuits have had an opportunity to initiate the unblanking and horizontal sweep operations. In this way the entire waveform can be observed, even though the leading edge of the waveform was used to trigger the horizontal sweep.

UNBLANKING

The unblanking operation alluded to previously is the application of a rectangular unblanking wave (waveform I in fig. 1-12) to the grid of the CRT. The duration of the positive part of this rectangular wave corresponds to the duration of the positive going part of the time-base output (waveform D), so that the beam is switched on during its left-to-right excursion and is switched off during its right-to-left retrace.

For the input signals shown in figure 1-12, the waveform at many points will be different when operating in the alternate mode. Figure 1-13 depicts the waveforms in the alternate mode. Two sweeps are shown since it requires two sweeps to display the information of both channels in this mode. Notice that the unblanking voltage is removed in waveform I during the retrace. The trigger pulse (waveform G) is obtained from the same channel regardless of which input is being used.
Figure 1-12.—Basic dual trace oscilloscope.
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Figure 1-13. ALTERNATE mode waveform as applied to figure 1-12.

sampled. The input channel that triggers the sweep depends on the front panel setting of the TRIGGER selector. It can be seen from waveform C that during the first entire sweep one channel is sampled and during the next sweep the other channel is sampled as was described in the section on methods of obtaining a dual trace.

The presentation of a basic dual trace oscilloscope as described here is close to actual operation. A few operations have been simplified because of the complex circuitry involved. As a result there are some slight deviations from what will be found in actual oscilloscopes.

ACCESSORIES

The basic dual trace oscilloscope has one gun assembly and two vertical channels. However there are many variations. The horizontal sweep channels vary somewhat from equipment to equipment. Some have one time base circuit while others have two, and these two are interdependent in some oscilloscopes while others are independently controlled. Also, most modern general purpose oscilloscopes are modular constructed.

That is, most of the vertical circuitry is contained in a removable plug-in unit and most of the horizontal circuitry is contained in another plug-in unit. The main frame of the oscilloscope can then be adapted for many applications by designing a variety of plug-in assemblies. This modular feature provides much greater versatility in a single oscilloscope. For instance, the dual trace plug-in module can be replaced with a semiconductor curve tracer plug-in module if it is desired to analyze transistor characteristics. Other plug-in modules available with some oscilloscopes are high-gain wide bandwidth amplifiers, differential amplifiers, spectrum analyzers, physiological monitors, and other specialized units. Therefore, the dual trace capability is a function of the type of plug-in unit that is used with some oscilloscopes.

In order to derive maximum usefulness from an oscilloscope there must be a means of connecting the desired signal to the oscilloscope input. Aside from cable connections between an equipment output and the oscilloscope input there are a variety of probes available which facilitate monitoring of signals at any point desired in a circuit. The more common types include; 1:1 probes, attenuation probes, and current probes. Each of these probes may be supplied with several different tips to allow measurement of signals on any type of test point. Figure 1-14 shows some of the more common probe tips.

In choosing the probe to use for a particular measurement, one must consider such factors as circuit loading, signal amplitude, and scope sensitivity.

The 1:1 probe offers little or no attenuation of the signal under test and is therefore useful for the measurement of low level signals. However, circuit loading with a 1:1 probe may be detrimental; the impedance at the probe tip is the same as the input impedance of the oscilloscope.

An attenuator probe has an internal high value resistor in series with the probe tip. This gives the probe a higher input impedance than that of the oscilloscope, providing the capability of measuring high amplitude signals that would overdrive the vertical amplifier if connected directly to the oscilloscope. Figure 1-15 shows a schematic representation of a basic attenuation probe. The 9-megohm resistor in the probe and the 1-megohm input resistor of the oscilloscope form a 10:1 voltage divider.
Since the probe resistor is in series, the oscilloscope input resistance when using the probe is 10 megohms. Thus, using the attenuator probe with the oscilloscope will cause less circuit loading than using a 1:1 probe.

Before using an attenuator probe for measurement of high frequency signals or for fast rising waveforms the probe compensating capacitor (C1 in fig. 1-15) must be adjusted according to instructions in the applicable technical manual. Some probes will have an impedance equalizer in the end of the cable that attaches to the oscilloscope. The impedance equalizer, when adjusted as per manufacturer's instructions, assures proper impedance matching between probe and oscilloscope. An improperly adjusted impedance equalizer will result in erroneous measurements especially when measuring high frequencies or fast rising signals.

Current probes utilize the electromagnetic fields produced by a current. The probe is designed to be clamped around a conductor without having to disconnect the conductor. The current probe is electrically insulated from the conductor, but the magnetic fields about the conductor induce a potential in the current probe proportional to the current through the conductor. Thus the vertical deflection of the oscilloscope display will be directly proportional to the current through the conductor.
Pulse circuits in electronic equipment accomplish timing functions by producing a variety of voltage waveforms such as square waves, trapezoidal waves, sawtooth waves, rectangular waves and sharp peaks. Although all these circuits are generally classified as timing circuits, the specific function performed may be one of timing, waveshaping, or wave generating.

TRANSIENT AND NONSINUSOIDAL VOLTAGES

Waveforms associated with timing circuits are produced by combinations of active devices such as diodes, transistors, or electron tubes and passive devices such as capacitors, resistors, or inductors. The exponential charge and discharge characteristics of capacitors and inductors make these components extremely useful in timing circuits because of their effects on transient and nonsinusoidal voltages.

Any momentary change in voltage must be considered a transient voltage, whether it be a single change or one which occurs at fixed or indeterminate intervals of time. Voltage waveforms such as sine waves, square waves, trapezoidal waves, sawtooth waves, rectangular waves, and peaked waves are all periodic in nature since the change occurs at fixed intervals. A sine wave, however, is not considered to be a transient voltage since the voltage is changing continuously.

For the purpose of circuit explanation, there are two ways of analyzing transient and nonsinusoidal voltages. One is to consider that the transient waveshape is a momentary voltage, which is followed after a certain interval by another similar change. The other is to assume that the waveshape is the algebraic sum of many sine waves having different frequencies and amplitudes. The second method is more useful in most cases. For example, in the design of an amplifier, this type of analysis is necessary because the amplifier cannot handle a transient without causing distortion unless it is capable of passing all the sine wave frequencies contained within the transient.

Figure 2-1A illustrates a square wave with the voltage plotted against time. In terms of rapid voltage change analysis the square wave illustrated can be considered as a voltage that remains unchanged at +50 volts until \( t_1 \), when it suddenly drops to a -50 volts. It remains at this value until \( t_2 \), when it abruptly increases back to +50 volts and remains at this value until \( t_3 \), etc. (As can be seen, this type of analysis has a rather limited usage.)

Using the algebraic sum method, the waveform can be analyzed by determining what sine waves are required to produce it. The sine wave that has the same frequency as the complex periodic wave is called the fundamental frequency. The type and number of harmonics (multiples of the fundamental frequency) included in the complex waveform are dependent on the shape of the wave, in this case a square wave. A perfect square wave consists of the fundamental frequency plus an infinite number of odd harmonics (3rd, 5th, etc.) which cross the zero reference line in phase with the fundamental.

Figure 2-1B graphically illustrates a fundamental frequency (A) combined with its 3rd harmonic (B). The resultant waveform (C) slightly resembles a square wave. Figure 2-1C shows the results of algebraically adding the 5th harmonic (D) to the resultant wave (C). Notice that the sum of waves C and D result in wave E which has steeper sides and a flatter top. With the addition of the 7th harmonic (F), as shown in figure 2-1D, the shape of the composite waveform more nearly resembles that of a square wave. Thus, as more and more odd harmonics are added the shape of the composite waveform more nearly approaches that of a perfect square wave.
Sawtooth waves like square waves can be constructed from a series of sine waves. A sawtooth contains both odd and even harmonics, with the odd order harmonics (3, 5, 7, etc.) crossing the reference line in phase with the fundamental and the even harmonics (2, 4, 6, etc.) crossing 180° out of phase with the fundamental.

Figure 2-2A, B, C, and D show the results of algebraically adding harmonics to a fundamental in order to produce a sawtooth waveform. Figure 2-2D depicts the resultant wave of all harmonics up to the seventh algebraically added. It closely resembles the superimposed sawtooth waveform.

A peaked or triangular wave can also be constructed from a number of sine waves. Figure 2-3 illustrates the harmonic composition of a peaked wave. Notice that it consists of odd order harmonics only. The phase relationship between the harmonics and the fundamental in the peaked wave is different than in the square wave. All odd order harmonics in the square wave crossed the reference line in phase with the fundamental. In the peaked wave, the 3rd, 7th, 11th, etc. harmonics cross the zero reference line 180° out of phase with the fundamental, while the 5th, 9th, 13th, etc. harmonics cross the reference line in phase with the fundamental. As can be seen in figure 2-3C, the addition of each harmonic produces a composite wave with higher peaks and steeper sides.

RC AND RL SHAPING CIRCUITS

Shaping circuits are used to change the shape of applied nonsinusoidal waveforms. Shaping circuits may be either series RC or RL circuits.

![Figure 2-1](image1)

Figure 2-1.—Analysis of a square wave.

![Figure 2-2](image2)

Figure 2-2.—Analysis of a sawtooth wave.
These circuits electrically perform the mathematical operations of integration and differentiation and are called INTEGRATORS and DIFFERENTIATORS.

To understand the principles of integration and differentiation, it is helpful to review the operation of low pass and high pass filters. Figure 2-4 illustrates an RC circuit with a 100-volt, 1-kHz applied sine wave. With a capacitance of 0.0318 microfarads and a frequency of 1 kHz, the capacitive reactance will be 5 kohms. This means that at a frequency of 1 kHz, there will be equal voltage drops across the resistor and capacitor of 70.7 volts. The phase angle between the reference (D) and the applied voltage will be 45° as shown in figure 2-5. In terms of discrimination, 1 kHz will be the cutoff frequency. The cutoff frequency may be defined as that frequency where the phase angle is 45°, or that frequency where the voltage drops across the reactive and resistive components are equal.

Now assume that the applied frequency is variable; when the frequency is increased to 5 kHz, the capacitive reactance will decrease to a value of 1 kohm and the phase angle will now be 11.3°. Since the phase angle dropped below 45° to 11.3°, the voltage across the capacitor decreases to 19.6 volts and increases to 98 volts across the resistor.

Conversely, if the frequency applied to the circuit decreases to 500 Hz, the reactance offered by the capacitor would increase to 10 kohms and the phase angle would be 63.5°. The voltage across the capacitor now increases to 89.5 volts and the voltage across the resistor decreases to 44.6 volts. Thus, high frequencies are being attenuated by the circuit or it can be said that the circuit is discriminating against high frequencies.

It can be seen from the foregoing discussion that if the output were taken across the resistor, then the reverse would be true. That is, the circuit would now attenuate or discriminate against the low frequencies and pass the high
frequencies, in other words, act as a high-pass filter. In either case, 1 kHz would be the cut-off frequency.

INTEGRATION

Figure 2-6 shows a pure square wave applied to a series resistive circuit. If the values of the resistors are equal, the voltage drops across each resistor will be equal. From the one pure square wave input, two pure square waves of equal amplitude will be produced. The resistance of the resistors will not affect the phase or amplitude relationships of the harmonics contained in the square wave. However, if the same square wave is applied to a series RC circuit as shown in figure 2-7, the action is not the same.

RC Integrator

The RC integrator is used as a waveshaping network in radio, television, radar, and computers, as well as many other special electronic applications.

Since the harmonic content of the square wave is odd multiples of the fundamental frequency, there will be significant harmonics as high as 50 or 60 times the frequency of the fundamental and the capacitor will offer a reactance of different magnitude to each harmonic. This means that the voltage drop across the capacitor for each harmonic frequency present will not be the same. To low frequencies, the capacitor will offer a large opposition providing a large drop across the capacitor. To high frequencies, the reactance of the capacitor will be extremely small causing a small voltage drop across the capacitor. If the voltage component of the harmonic is not developed across the reactance of the capacitor, then it must be developed across the resistor, (Kirchoff’s voltage law must be observed).

It must be remembered that the reactance offered to each harmonic frequency will not only cause a change in the amplitude of the harmonics, but will also cause a change in the phase of each individual harmonic frequency with respect to the current reference. The amount of phase and amplitude change taking place across the capacitor is dependent upon the capacitive reactance, which is a function of the capacitance and the frequency. The value of the reactance offered by the resistor must also be considered because it controls the ratio of the voltage drops across itself and the capacitor.

Since the amplitude and phase angle of each harmonic is changed, the output when taken across the capacitor will look quite different from the input. The square wave applied to the circuit is 100-volts peak at a frequency of 1 kHz. The odd harmonics will be 3 kHz, 5 kHz, 7 kHz, etc. Table 2-1 shows the value of the reactance offered to several of the harmonics and indicates...
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Table 2-1.—CHANGE IN $X_C$ WITH EACH HARMONIC.

<table>
<thead>
<tr>
<th>HARMONIC</th>
<th>$X_C$</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fund.</td>
<td>159k</td>
<td>25k</td>
</tr>
<tr>
<td>3rd</td>
<td>53k</td>
<td>25k</td>
</tr>
<tr>
<td>5th</td>
<td>31.8k</td>
<td>25k</td>
</tr>
<tr>
<td>7th</td>
<td>22.7k</td>
<td>25k</td>
</tr>
<tr>
<td>9th</td>
<td>17.7k</td>
<td>25k</td>
</tr>
<tr>
<td>11th</td>
<td>14.5k</td>
<td>25k</td>
</tr>
</tbody>
</table>

179.535

the approximate value of the cutoff frequency. It can be seen from the table that the cutoff frequency lies between the fifth and seventh harmonics. That is, at some point between these two values, the capacitive reactance will equal the resistance. Therefore, all of the harmonic frequencies above the fifth will not be effectively dropped across the output capacitor, and the absence of the higher order harmonics will cause the leading edge of the waveform developed across the capacitor to be rounded. An example of this effect is shown in figure 2-8.

To satisfy Kirchoff's voltage law, the harmonics not effectively developed across the capacitor must be developed across the resistor. If the waveform across both the resistor and the capacitor were added graphically, the resultant would be an exact duplication of the input square wave. Note the pattern of the voltage waveform across the resistor.

Increasing the capacitance (decreasing the capacitive reactance) will change the output waveforms as shown in figure 2-9. NOTE: The same effect could be obtained by increasing the resistance. Thus, when the output is taken across the capacitor, the circuit acts as an integrator and the degree of integration that takes place will be dependent on the RC time of the circuit. If the RC time is short in comparison to the time duration of the pulse, little or no integration takes place and the output waveform will resemble the input waveform. However, as the RC time is increased (made longer in comparison to the time duration of the pulse) the degree of integration increases as can be seen by studying figures 2-8 and 2-9. Eventually, a point will be reached where there will be little or no output (complete integration). This usually occurs when the RC time is increased to a value of 10 times that of the time duration of the pulse.

INTEGRATOR WAVEFORM ANALYSIS.—It is not necessary to actually compute and graph the waveforms that would result from a longtime constant (10 times the pulse duration), a short time constant (one-tenth of the pulse duration), and an intermediate time constant (some time constant between the long and the short). Instead, the capacitor output voltage will be plotted by using the universal time constant chart shown in figure 2-10.

Capacitor charge will follow curve A in figure 2-9, while resistor voltage change follows curve B. On discharge, the reverse will be true, capacitor voltage follows curve B while resistor voltage follows curve A. Thus, knowing the RC time of the circuit and the amplitude of the applied voltage, $E_R$ and $E_C$ may be accurately plotted for any given instant of time. In figure 2-11, a pulse of 100-microseconds duration at an amplitude of 100 volts will be applied to the circuit composed of the 0.01-$\mu$F capacitor and the variable resistor, R. The square wave applied is a symmetrical square wave. The resistance of the variable resistor will be set at a value of 1,000 ohms. The time constant (TC) of the circuit is given by:

$$TC = RC$$
Figure 2-9.—Integration.

\[ TC = RC \]

Substituting values:

\[ TC = 1 \times 10^3 \times 1 \times 10^{-8} \]

\[ TC = 10 \text{ microseconds} \]

Since the time constant of the circuit is 10 microseconds, and the pulse duration is 100 microseconds, the time constant is short in comparison to the pulse duration. The capacitor will charge exponentially through the resistor. In five time constants, the capacitor will be, for all practical purposes, completely charged. At the end of the first time constant the capacitor will be charged to 63.2 volts; at the end of the second, 86.5 volts; at the end of the third, 95 volts; at the end of the fourth, 98 volts; and finally at the end of the fifth time constant (50 microseconds) the capacitor is fully charged. At 100 microseconds, the input voltage drops to zero and the capacitor starts to discharge. The capacitor discharge path is through the resistor. Thus, the capacitor will follow the same type of exponential curve on discharge as it followed on charge, and it is considered to be fully discharged after 5 TC. Therefore, at the end of 200 microseconds, the input voltage again rises to 100 volts and the whole process will repeat itself. This is shown graphically in figure 2-12.

Figure 2-10.—Number of time constants = \( \frac{t}{RC} \) \( \frac{Rt}{L} \).

To change the time constant, the variable resistor in figure 2-11 will be increased to a value of 10,000 ohms. The time constant will now be equal to 100 microseconds.

A graph of the input (\( e_{in} \)) and output (\( e_C \)) waveforms is shown in figure 2-13. The long sloping rise and fall of voltage is because of the capacitors inability to charge and discharge rapidly through the 10,000-ohm series resistance. At the first instant of time, one hundred volts is applied to the intermediate time constant circuit. One time constant is exactly equal, in this circuit, to the duration of the input pulse. After one time constant, the capacitor will charge to 63.2\% of the input voltage (100 volts). Therefore, at the end of one time constant (100 microseconds) the voltage across the capacitor is equal...
to 63.2 volts. However, as soon as 100 microseconds has elapsed, and the initial charge on the capacitor has risen to 63.2 volts; the input voltage suddenly drops to zero, where it remains for 100 microseconds. Since the discharge time is 100 microseconds (one time constant), the capacitor will discharge 63.2\% of its total 63.2 volt charge—to a value of 23.3 volts. During the next 100 microseconds, the input voltage will increase from zero to 100 volts very rapidly. The capacitor will now charge for 100 microseconds (one time constant). The voltage available for this charge is the difference between the voltage applied (100 volts) and the charge on the capacitor (23.3 volts), or 76.7 volts. Since the capacitor will only be able to charge for one time constant, it will charge to 63.2\% of the 76.7 volts, or 48.4 volts. The total charge on the capacitor at the end of 300 microseconds will be 23.3 volts plus 48.4 volts or 71.7 volts. Notice that the capacitor voltage at the end of 300 microseconds is greater than the capacitor voltage at the end of 100 microseconds. The voltage at the end of 100 microseconds is 63.2 volts, and the capacitor voltage at the end of 300 microseconds is 71.7 volts—an increase of 8.5 volts.

The output waveform in this graph (fig. 2-13) is the waveform realized after many cycles of input signal to the integrator. The capacitor charges and discharges in a step-by-step manner until, finally, the capacitor will charge and discharge above and below a fifty volt level as shown in figure 2-13. The fifty volt level is governed by the amplitude of the symmetrical input pulse.

If the resistance in the circuit of figure 2-11 is increased to 100,000 ohms, the time constant of the circuit will be 1,000 microseconds. This time constant is ten times the pulse duration of the input pulse. It is, therefore, a long time constant circuit.

The shape of the output waveform across the capacitor is shown in figure 2-14. The shape of the output waveform is characterized by a long sloping rise and fall of capacitor voltage. The universal time constant chart must be consulted to determine the value of charge on the capacitor at the end of the first 100 microseconds of the input signal. On the time constant chart, the percentage of voltage corresponding to 1/10 (100 microseconds/1000 microseconds) of a time constant is found to be 9.5 percent.
This is accomplished by projecting a line upward from the 1/10 of a time constant point on the base to where it intersects with the capacitor charge curve. From this point, another line is drawn at right angles to the first and the percent of charge may be read from the scale at the left of the chart.

Since the applied voltage is 100 volts, the charge on the capacitor at the end of the first 100 microseconds will be 9.5 volts. At the end of the first 100 microseconds, the input signal will fall suddenly to zero; and the capacitor will discharge. It will be able to discharge for 100 microseconds. Therefore, the capacitor will discharge 9.5% of its accumulated 9.5 volts, or 0.9025 volts. The loss of the 0.9025 volts will result in a remaining charge on the capacitor of 8.5975 volts. At the end of 200 microseconds, the input signal will again suddenly rise to a value of 100 volts. The capacitor will be able to charge to 9.5% of the 91.4025 volt difference (100 volts - 8.5975 volts = 91.4025 volts), or to a value of 8.6832 volts plus the initial 8.5975 volts. This will result in a total charge on the capacitor at the end of the first 300 microseconds of 17.2807 volts (8.6832 volts plus 8.5975 volts).

Notice that the capacitor voltage at the end of the first 300 microseconds is greater than the capacitor voltage at the end of the first 100 microseconds. The voltage at the end of the first 100 microseconds is 9.5 volts, and the capacitor voltage at the end of the first 300 microseconds is 17.2807 volts—an increase of 7.7807 volts.

The capacitor charges and discharges in a step-by-step manner until, finally, the capacitor will charge and discharge above and below a fifty volt level.

RL Integrator

The RL integrator is used as a waveshaping network in various types of electronic equipments such as radio, radar, television and in other special electronic applications. It is also used as an analog in performing the mathematical function of integration in computers.

The RL circuit, shown in figure 2-15 may also be used as an integrating circuit. To obtain an integrated waveform from the series RL circuit, the output must be taken across the resistor. The characteristics of the inductor are such that at the first instant of time in which voltage is applied, the current flow through the inductor is minimum; and the voltage drop across it is maximum. Therefore, the value of the voltage drop across the series resistor at the same instant (first instant) of time must be negligible because there is negligible current flow through it. However, as time passes, current begins to flow through the circuit, and the voltage developed across the resistor begins to increase.

Thus, the circuit is unable to respond to the sudden changes in input voltage and the output waveform will be an integrated version of the input waveform.

DIFFERENTIATION

The RC differentiator is used to produce a pip or peaked waveform, for timing or synchronizing purposes, from a square (or rectangular) shaped input signal; to perform the electrical analog of differentiation for computer applications; and to produce specifically distorted wave-shapes for special applications, such as trigger and marker pulses.

Differentiation is the direct opposite of integration. In the RC integrator, the output is taken from the capacitor. In the RC differentiator, the output is taken across the resistor. This, of course, means that when the RL circuit is used as a differentiator, the differentiated output is taken across the inductor.

The RL differentiator is used to distort an applied waveform (such as a square wave) into a peaked wave for the purpose of providing trigger and marker pulses. It is also used to electronically perform the mathematical function of differentiation in computers, and for separating the horizontal sync in television receivers.

An application of Kirchhoff's law shows the relationship between the waveforms across the resistor and capacitor in a series network. Since the sum of the voltage drops in a closed loop must equal to applied voltage, the graphical sum of the voltage waveforms in a closed loop must equal the applied waveform. Figure 2-16 shows the output taken across the variable resistor.
With the variable resistor set at 1 kohm and a capacitance value of 0.01 microfarad, the time constant of the circuit will be 10 microseconds. Since the input waveform has a duration of 100 microseconds, the circuit is a short time constant circuit.

In the short time constant circuit at the first instant of time, the voltage across the capacitor is zero; and the current flow through the resistor will cause a maximum voltage to be developed across it. This is shown at the first instant of time in the graph of figure 2-17.

As the capacitor begins assuming a charge, the voltage drop across the resistor will begin to decrease. At the end of the first time constant, the voltage drop across the resistor will have decreased by a value equal to 63.2% of the applied voltage. Since there are 100 volts applied, the voltage across the resistor after one time constant will be equal to 36.8 volts. After the second time constant, the voltage across the resistor will be down to 13.5 volts. At the end of the third time constant, \( e_R \) will be 5 volts, and at the end of the fourth time constant, 2 volts. At the end of the fifth time constant, the voltage across the resistor will be very close to zero volts. Since the time constant is equal to 10 microseconds, it will take a total of 50 microseconds for the capacitor to be considered fully charged.

As shown in figure 2-17, the slope of the charge curve will be very sharp and after 5 time constants the voltage across the resistor will remain at zero volts until the end of 100 microseconds. At that time, the applied voltage suddenly drops to zero, and the capacitor will discharge through the resistor. At this time, the discharge current will be maximum, causing a large discharge voltage drop across the resistor. This is shown as the negative spike in figure 2-17. Since the current flow from the capacitor, which now acts like a source, is decreasing exponentially, the voltage across the resistor will also decrease. The resistor voltage will decrease exponentially to zero volts in five time constants. All of this discharge action will take a total of 50 microseconds.

After 200 microseconds, the action begins again. The output waveform taken across the resistor in this short time constant circuit is an example of differentiation. With the square wave applied, the output is composed of positive and negative spikes. These spikes approximate the rate of charge of the input capacitor.

The output across the resistor in an RC circuit of intermediate time constant is shown in figure 2-18. The value of the variable resistor has been increased to 10 kohms. This means that the time constant of the circuit is equal to the duration of the input pulse (100 microseconds). For clarity, the voltage waveforms developed across both the resistor and the capacitors are shown. At all times, the sum of the voltages across the resistor and capacitor must be equal to the applied voltage.

When a pulse of 100 volts in amplitude is applied for a duration of 100 microseconds, the capacitor cannot respond quickly to the change in voltage, and all of the applied voltage is felt across the resistor. Figure 2-18 shows the voltage across the resistor, \( e_R \), to be 100 volts and the voltage across the capacitor, \( e_C \), to be zero volts at this time. As time progresses, the
capacitor will charge. As the capacitor voltage increases, the resistor voltage will decrease. Since the time that the capacitor is permitted to charge is 100 microseconds (equal to one time constant in this circuit), the capacitor will charge to 63.2% of the applied voltage at the end of one time constant, or 63.2 volts. Because Kirchhoff's law must be adhered to at all times, the voltage across the resistor must be equal to the difference between the applied voltage (100 volts) and the charge on the capacitor (63.2 volts), or 36.8 volts.

At the end of the first 100 microseconds, the input voltage suddenly drops to zero volts, a change of 100 volts. Since the capacitor is not able to respond to so rapid a voltage change, the 100-volt change must occur across the resistor. The voltage across the resistor must, therefore, reverse polarity and attain a magnitude of -63.2 volts. The capacitor now acts as a source and the sum of the voltage across the two components is now zero.

During the next 100 microseconds, the capacitor discharges. To maintain the total voltage at zero, the voltage across the resistor must decrease at exactly the same rate. This exponential decrease in resistor voltage is shown in figure 2-18. Since the capacitor will discharge 63.2% of its charge (to a value of +23.3 volts) at the end of the second 100 microseconds, the resistor voltage must decrease to a value of -23.3 volts in order to maintain the total voltage at zero volts.

At the end of 200 microseconds, the input voltage again rises suddenly to +100 volts. Since the capacitor cannot respond to the 100-volt increase instantaneously, the 100-volt change takes place across the resistor. The voltage across the resistor suddenly rises from -23.3 volts to +76.7 volts. The capacitor will now begin to charge for 100 microseconds, thus decreasing the voltage across the resistor. This charge and discharge action will continue for many cycles. Finally, the voltage across the capacitor will rise and fall, by equal amounts, about a positive fifty volt level. The resistor voltage will also rise and fall, by equal amounts, about a zero volt level.

If the time constant for the circuit in figure 2-16 is increased to make it a long time constant circuit, the differentiator output will appear more like the input. The time constant for the circuit can be changed by either increasing the value of capacitance or resistance. In this circuit the time constant will be increased by increasing the value of resistance from 10 kohms to 100 kohms. This will result in a time constant of 1000 microseconds. This time constant is ten times the duration of the input pulse. The output of the long time constant circuit is shown in figure 2-19.

When a pulse of 100-volts amplitude is applied for a duration of 100 microseconds, the capacitor cannot respond instantaneously to the change in voltage and all of the applied voltage is felt across the resistor. As time progresses, the capacitor will charge and the voltage across the resistor will be reduced. Since the time that the capacitor is permitted to charge is 100 microseconds, the capacitor will charge for only 1/10 of one time constant, or to 9.5% of the applied voltage (as found using the universal time constant chart). Because Kirchhoff's law must be observed, the voltage across the resistor must be equal to the difference between the applied voltage and the charge on the capacitor (100 volts - 9.5 volts), or 90.5 volts.

At the end of the first 100 microseconds of input, the applied voltage suddenly drops to zero volts, a change of 100 volts. Since the capacitor is not able to respond to so rapid a voltage change, the 100-volt change must occur across the resistor. The voltage across the resistor must therefore reverse polarity and attain a magnitude of -9.5 volts. The sum of the voltage across the two components is now zero.
If a pure sine wave is applied to a long time constant RC circuit (R is much greater than \(X_C\)), a large percentage of the applied voltage will be dropped across the resistor, and a small amount of voltage will be dropped across the capacitor.

**RC OSCILLATORS**

An RC oscillator uses a circuit consisting of resistance and capacitance to control the frequency of oscillations. This type of oscillator is used in the audio and low radio frequency range where tuned LC circuits are relatively unstable, difficult to construct, and economically unfeasible. It also offers a greater tuning range than the LC type for a specific capacitance range, so that fewer parts are needed to cover a given range of frequencies. There are two classes of RC oscillators which will produce a sine wave output, the BRIDGE and the PHASE-SHIFT. There are a number of circuit variations in each of these classes; however, the basic principles of operation are the same.

The bridge circuit oscillator uses two amplifying devices to shift the phase 360 degrees (from input to output) and a bridge network to control the frequency of operation. Normally, the bridge circuit oscillator will also incorporate an amplitude control circuit which is used to control the linearity and stability of the output signal.

The phase-shift oscillator usually consists of a single amplifying device and a series of phase-shift networks composed of resistive and capacitive elements. The amplifying device produces an initial 180° phase shift in the signal and then the phase-shift networks are used to produce an additional 180° phase shift to produce an output which has been shifted 360° with respect to the input and thus, is in phase with the input. A portion of this output is then applied to the input in order to sustain oscillations (regenerative feedback).

To provide a sinusoidal output signal, the RC oscillator must operate as a class A linear amplifier with regenerative feedback. Thus, the overall efficiency is low. As a result, this type of oscillator is generally used for laboratory and test equipments, rather than as a power oscillator.

Stability of the RC oscillator in the audio range is generally much better than that of a comparable LC circuit because the LC circuit requires a large inductor which is susceptible to disturbance from stray fields and is difficult to shield adequately for maximum stability.
When the output of a linear amplifier is applied to its input, a feedback loop is produced. If the feedback is out of phase with the input (negative feedback) the amplifier output will be reduced. If the feedback is in phase (positive feedback) the amplifier can oscillate. The frequency of oscillation for positive feedback can be controlled by using a frequency selective network in the feedback loop, such as the Wien bridge. When negative feedback is applied to the emitter or cathode circuit of an amplifier, it produces a degenerative effect which reduces the output and improves the amplifier response (this is called INVERSE FEED BACK). By use of the impedance bridge circuit a differential input can be used to provide oscillation at the desired frequency, with amplitude and waveform control.

The Wien bridge oscillator is used as a variable frequency oscillator for test equipment and laboratory equipment to supply a sinusoidal output of practically constant amplitude and exceptional stability over the audio frequency and low radio frequency ranges.

Circuit Operation (General)

The bridge circuit and feedback loop are shown in the simplified schematic (fig. 2-20). The operation of the circuit is essentially the same regardless of whether transistor or electron tube amplifier circuits are used to provide the necessary amplification; therefore, the general symbol for an amplifier (triangular symbol) is used to represent each stage of amplification in the schematic.

In the actual circuit, R4 is a small incandescent lamp with a tungsten filament, and is normally operated at a temperature that gives automatic control of amplitude (thermistors and varistors are also used). Resistors R1 and R2 are of equal value (as are capacitors C1 and C2), with R3 having twice the resistance of lamp R4 at the operating temperature. The bridge is balanced and the circuit oscillates at the operating frequency \( f_0 \), as determined by the equation:

\[
fo = \frac{1}{2\pi R1C1}
\]

It can be seen by inspection that resistors R3 and R4 form a resistive voltage divider across which the output voltage of A2 is applied.
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Figure 2-21.—Phasing diagram.
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Figure 2-22.—Wien bridge oscillator using PNP transistor.

ground. Since it is the same at all frequencies, it is represented by the horizontal line across the middle of the graph. Curve B represents the positive feedback voltage existing between the base/grid (point A) of A1 and ground, or the voltage across R2. At frequencies below the operating frequency, the series reactance of C1 is large, and the voltage across R2 is reduced. As the operating frequency is approached, the reactance diminishes, and the voltage across R2 reaches a maximum at f0. As the frequency is increased above f0, the parallel reactance of C2 shunts R2, effectively reducing the voltage across R2. Thus, the voltage across R2 is reduced both above and below f0 and is maximum only at the operating frequency. At this frequency, the positive feedback voltage (at the base/grid) is exactly equal to (or slightly greater than) the negative feedback voltage (at the emitter/cathode), and amplification is at a maximum for A1 and A2. Now consider the phase of the output voltage which is fed back to the input of A1, as shown by curve C. Because of the phase shift produced by R1, C1 a phase shift occurs above or below the operating frequency. At the operating frequency however, the phase change is zero, and the output of A2 is exactly 360 degrees from the input voltage because of the phase inversion through the two stages of amplification. Thus, below f0 the phase angle leads and above f0 it lags. The out of phase voltage above and below f0, together with the decrease in the regenerative feedback voltage applied to the base/grid as compared with the degenerative feedback applied to the emitter/cathode of A1 effectively stops oscillation at all frequencies except the operating frequency, where R1C1 equals R2C2.

Semiconductor Wien Bridge Oscillator

. The semiconductor Wien bridge oscillator is shown schematically in figure 2-22. The operation of this circuit is similar to that of the basic circuit described above, with the oscillation frequency being at the frequency where R1C1 equals R2C2 and with waveform linearity retained by inverse feedback through R3 and R4. The bridge arrangement can be seen by comparing the components inside the dashed line with the bridge of figure 2-20.

Voltage divider base bias is used, with R2 and R5 biasing Q1, and R7 and R8 biasing Q2. Temperature stabilization is provided by DSI(R4).

The resistance of R3 and DSI (R4) form the resistive arm of the bridge across which the output of Q2 is applied; a portion of this voltage appears across DSI (R4) as a negative feedback, being in phase with the emitter voltage. DSI (R4) is an incandescent lamp. However, it could be a thermistor with a positive temperature coefficient. When a lamp is used, it is operated at a current which produces a temperature sensitive point (where resistance varies rapidly with
temperature); when a thermistor is used, it is selected to have the desired temperature-current characteristic. In either case, the bias developed across this resistance is in opposition to the normal (forward) bias, and produces a degenerative effect. The feedback voltage is of the same polarity as the degenerative bias and increases the degeneration. Since the output of the voltage divider is not frequency sensitive, the feedback voltage is always constant regardless of the frequency of operation. At frequencies other than the frequency of operation the degenerative feedback predominates and prevents oscillation. At the frequency of operation, which is controlled by the bridge reactive arms consisting of R1, C1 and R2, C2, the positive feedback is a maximum. This in-phase feedback signal is applied to the base and is slightly greater than the negative feedback at the balance point or frequency of operation.

The amplified output of Q1 is developed across collector resistor R6, and it is applied by capacitor C3 and base resistor R7, which form a conventional resistance-coupling network (designed for minimum phase shift), to the input (base) of transistor Q2. The signal is further amplified by Q2, and the voltage developed across collector resistor R10 is supplied as an output through capacitor C5, and, as a positive feedback, through C4 to the bridge network. Note that the Q2 emitter resistor, R9, is not bypassed and that the circuit of Q2 is therefore degenerative. Note also that R10, C4 and C5 are designed to provide a minimum amount of phase shift. Thus, with a highly degenerative two-stage amplifier and class A bias, the output signal is essentially a pure sine wave.

Since the coupling networks are arranged for minimum phase shift, the phase shift required for regeneration is obtained from the inverting action of the common-emitter configuration, with each amplifier stage providing a 180-degree shift. The feedback input signal is thus shifted 360 degrees in phase to produce a regenerative feedback independent of circuit parameters. The reactive portion of the bridge (C1, C2 and R1, R2) determines the frequency at which maximum amplification (and feedback) occurs. DS1 (R4) controls the degenerative feedback and also the output amplitude; that is, when the input signal to Q1 increases, more emitter current flows through DS1 (R4) and the lamp or thermistor resistance increases, producing a degenerative voltage which opposes the input signal, and tends to restore it to the original operating value by reducing the amount of amplification through the feedback loop. This oscillator then, with amplitude stability, temperature stabilization, and degenerative feedback to control the waveform, and with an RC frequency-selective circuit to determine the frequency of operation provides a signal of excellent stability and pure waveshape for test applications. In order to control the frequency, either resistors R1 and R2 or capacitors C1 and C2 are changed in value or made variable. With a two-gang variable capacitor and a selector switch (or fixed and variable resistors), a continuous range of frequencies over a number of bands may be obtained.

Electron Tube Wien Bridge Oscillator

The schematic of an electron tube Wien bridge oscillator is shown in figure 2-23. The bridge comparison with figure 2-20 and the components inside the dashed line can be made, as with the transistor circuit. Except for bias arrangement, this circuit is practically identical to the transistor Wien bridge oscillator just discussed. Biasing is a combination of cathode and contact bias, with a large amount of degeneration (inverse feedback) being provided by the unby-passed cathode bias circuits; the output waveform is extremely linear. The output amplitude is small because of the large amount of degeneration employed, and circuit stability is excellent with a minimum of phase shift or frequency variation.

THE RC PHASE-SHIFT OSCILLATOR

The RC phase-shift oscillator is used to provide a sine wave output of relatively constant amplitude and frequency in the audio and low radio frequency range where the use of LC circuits is impractical due to design considerations.

The basic RC phase-shift oscillator is actually a modification of a conventional RC coupled amplifier (single stage), as shown in figure 2-24. Since in the conventional amplifier, the output is shifted in phase 180° with relation to the input it will be necessary to shift the output signal an additional 180° in order to provide a feedback signal which is in phase with the input (regenerative). This may be accomplished through the use of three or more inverted-L type RC sections as shown in figure 2-24.
A series resistance-capacitance circuit is shown in figure 2-25, together with its vector diagram. Assuming that this circuit represents the first section of the filter network (fig. 2-24), it is across this section that the amplifier output is impressed. The input voltage to this circuit (amplifier output voltage) is designated $E_a$ in figure 2-25.

The values of capacitive reactance and resistance for the circuit are chosen so that at the operating frequency the ratio of capacitive reactance ($X_C$) to resistance ($R$) is such that the current in the circuit will lead the applied voltage by 60 degrees. Since the voltage drop across a resistance is in phase with the current flow through the resistance, $E_R$ (the circuit output voltage) leads $E_a$ (the applied voltage) by 60 degrees. If all sections of the filter are alike, then $E_R$, when applied to the second section of the filter, will be shifted an additional 60 degrees in phase and the output of the second section of the filter will have been shifted in phase a total of 120 degrees with relation to $E_a$. The output of the second section of the filter is then applied to the third section of the filter where it will be shifted in phase an additional 60 degrees for a total phase shift through the filter of 180 degrees. Thus, the output of the filter when applied to the input of the amplifier will be of the correct phase and of sufficient amplitude (assuming circuit losses are minimal) to maintain oscillations.

Since $X_C$ varies with frequency, it is apparent from the vector diagram (fig. 2-25) that the phase shift through each section of the filter will vary and the total phase shift through the filter will be something other than 180 degrees at frequencies other than the one for which the circuit was designed. Thus, the circuit will not oscillate at a frequency other than its design frequency.
since the feedback voltage will not be of the correct phase to sustain oscillations.

The RC phase-shift oscillator is normally fixed in frequency, but the output frequency can be made variable over a range of frequencies by providing ganged variable capacitors or resistors in the phase-shift network. An increase in the value of either R or C will produce a decrease in the output frequency; conversely, a decrease in the value of either R or C will produce an increase in the output frequency.

By increasing the number of phase-shift sections comprising the network, the losses of the total network can be decreased; this means that the additional sections will each be required to have a lesser degree of phase shift per section so that the overall phase shift of the network remains at 180 degrees for the desired frequency of oscillation. Since the loss per section is decreased as the amount of phase shift (per section) is reduced, many oscillators use networks consisting of four, five, and six sections. Assuming that the values of R and C are equal for each section, the individual sections are designed to produce phase shifts per section of 45, 36, and 30 degrees, respectively.

**Semiconductor RC Phase-Shift Oscillator**

The RC phase-shift oscillator circuit (fig. 2-26) uses a PNP transistor connected in the common-emitter configuration to provide the necessary amplification. Resistors R1, R2, and R3 and capacitors C1, C2, and C3 comprise the feedback and phase-shift network. Resistors R3 and R4 establish base bias for the PNP transistor. Resistor R5 is the emitter swamping resistor, which prevents large increases in emitter current and causes the variation of emitter-base junction resistance to be a small percentage of the total emitter circuit resistance. Capacitor C4 bypasses the emitter swamping resistor, R5, and effectively places the emitter at signal ground potential. Resistor R6 is the collector load resistance across which the output signal is developed. Capacitor C5 is the output coupling capacitor.

Oscillations are started when input power is first applied to the circuit. A change in the base current results in an amplified change in collector current which is shifted in phase 180 degrees. The output signal developed across the collector load resistance, R6, is returned to the transistor base as an input signal inverted 180 degrees by the action of the feedback and phase-shift network, making the circuit regenerative.

**Figure 2-26.**—RC phase-shift oscillator using PNP transistor.

The output waveform is essentially a sine wave at a fixed frequency. When fixed values of resistance and capacitance are used for the feedback network, the 180-degree phase shift occurs at only one frequency. At all other frequencies, the capacitive reactance either increases or decreases, causing a variation in phase relationship; thus, the feedback is no longer in phase. Note, however, that if the components comprising the phase-shift network should change value, the frequency of oscillation will change to the frequency at which a phase shift of 180 degrees will occur to sustain oscillations.

**Electron Tube RC Phase-Shift Oscillator**

In the circuit shown in figure 2-27 a sharp cutoff, pentode tube is used as the amplifier tube; however, a triode tube can be employed in a similar circuit. Bias voltage is developed across cathode resistor R4. Cathode bypass capacitor C4, by virtue of its filtering action, keeps the bias voltage relatively constant and places the cathode at signal ground potential. The sine wave voltage is developed across plate load resistor R6; capacitor C6 is the output coupling capacitor. Any variation in plate current will cause a corresponding change in plate voltage. These plate voltage variations will also be present at the grid of the tube, since the plate is coupled to the grid through the phase-shift network.

Oscillations are initially started in this circuit by small changes in Eb or by random noise. It it were not for the action of the phase-shift network, the voltage variations fed from the plate...
back to the grid of the tube would cancel the plate current variations, since the tube introduces a polarity inversion between the grid and plate signals. For example, if the plate voltage variation at any instant of time was positive, the positive variation would be present on the grid. This positive going grid voltage would then cause the plate current to increase, in turn causing the plate voltage variation to go negative and, thus, cancelling out the original grid voltage variation.

Assuming that the plate voltage variations are applied to the grid 180 degrees out of phase with respect to the initial grid signal voltage, maximum degeneration (or cancellation) will occur. However, if the plate voltage variations fed back to the grid approach zero-degree phase difference, minimum degeneration will occur. Therefore, if the phase difference between the plate voltage variations and the initial grid signal voltage is exactly zero (inphase), the plate voltage variations will reinforce the grid signal voltage at any instant of time, causing regeneration; furthermore, these variations will be amplified by the tube and reapplied to the grid, amplified again, and so on, until a point of stage equilibrium is reached and no further amplification takes place. The phase-shift network provides the required phase shift of 180 degrees to bring the voltage fed back to the grid in phase with the initial grid signal voltage and cause regeneration. The circuit then oscillates under these conditions with relatively constant amplitude.

The phase-shift oscillator is designed primarily for fixed frequency operation; however, the operating frequency can be made variable by using variable resistors or capacitors in the phase-shift network. An increase in the value of resistance or capacitance will decrease the operating frequency; conversely, a decrease in the value of resistance or capacitance will increase the operating frequency. In several practical applications of this circuit, three or more fixed RC sections are employed together with a variable section to provide a limited range of output frequencies which are determined by the setting of a variable capacitor. In this circuit variation, the fixed RC sections use values of R and C which will provide a phase shift somewhat less than 180 degrees at the operating frequency desired, and the last (variable) RC section completes the required phase shift to exactly 180 degrees. The operating frequency is then determined by the setting of the variable capacitor.

LIMITERS

Limiting refers to the detachment (i.e., elimination) of one or both extremities of a waveform or parts thereof. Clipper is another name for a limiter because the output waveform presents a clipped appearance on the wave peaks and the two terms may be used interchangeably. A wide variety of applications require utilization of limiters such as: modulation compression in transmitters, which allows a higher average percent of modulation; noise limiting in communications and FM receivers to improve fidelity; and wave shaping in radar timing circuitry. An example of waveshaping is limiting or clipping both portions of a sinusoidal waveform to produce a close approximation of either a square wave or a rectangular wave.

Clipping may be accomplished with diodes or amplifying devices (transistors or tubes). Diode limiters or clippers may be classified according to the way they are connected (series or parallel). Clipper circuits are also categorized as positive or negative lobe limiters. A positive lobe circuit abolishes either part or all of that portion of a waveform which is positive in respect to some reference level. Conversely, the negative lobe limiter affects a waveform's negative portion.

Circuits which implement the limiting operation will be explained in the following sequence: series positive and negative (lobe) limiters, parallel positive and negative (lobe) limiters, dual diode limiters, grid limiters, saturation limiters, and cutoff limiters.
SERIES DIODE LIMITERS

The series diode limiter consists of a diode in series with a load resistor. The polarity of the diode with respect to ground determines which input polarity is clipped. Figure 2-28 is the schematic diagram of a positive lobe series limiter, which is used when it is necessary to square off part, or all, of the positive portion of an input waveform and allow the negative portion to pass without modification.

During the positive alternation, D1 will be reverse biased (cathode positive with respect to plate or anode) and little or no current will flow, since the impedance of the diode (termed the reverse resistance) will be quite high. Normally, the load resistance will be made small in comparison to the reverse resistance of the diode. Thus, most of the input voltage is dropped across D1 and little or no voltage appears in the output (ERL will be negligible).

During the negative alternation, D1 will be forward biased (cathode negative with respect to plate or anode) and its impedance (now termed the forward resistance) will be quite low in comparison to RL. Under these conditions, considerable current will flow (limited primarily by RL) and most of the input voltage will appear in the output (ERL = E_in - E_D1).

The larger RL is made in comparison to the forward resistance of the diode, the more efficient the circuit becomes. However, if the value of RL should approach or exceed the reverse resistance of the diode, effective limiting action will no longer take place. That is, as RL is made larger in comparison to the reverse resistance of the diode, more and more of the positive alternation will appear in the output.

Figure 2-29 depicts the schematic diagram of a series negative lobe limiter. The diode conducts on the positive alternation. This produces a positive output, thus clipping the negative alternation or lobe.

Many applications do not require complete elimination of a lobe. Partial clipping may be accomplished by adding a bias voltage. Figure 2-30 shows a battery bias network connected in negative lobe limiter circuits. In figure 2-30A, the diode will no longer conduct when the input voltage level is less than the bias voltage and the bias voltage continues to maintain an output level when the diode is not conducting. In figure 2-30B, the diode will continue to conduct until the input is more negative than the bias voltage.

Figure 2-31 illustrates a biased positive lobe diode limiter. This circuit uses a voltage divider network to establish a bias voltage level. The output also shows the results of clipping three different waveshapes. Decreasing the bias level in this circuit will increase the amount of clipping. If the polarity of the bias is reversed, clipping will be even more severe.

Parallel Diode Limiters

Parallel diode limiters offer an alternate method of employing diodes in clipping circuits. In this configuration, the diode again forms a series network with a resistor across the source terminals. However, the output is taken across the diode so that the output current flows in parallel with the diode. Since the diode shunts the load, an appreciable output will be obtained only when the diode is cut off.

A positive lobe parallel diode limiter is shown in figure 2-32. The positive input alternation causes D1 to conduct. Since the series dropping resistance is large compared to the conduction resistance of D1, most of the voltage is dropped across Rs during this portion of the input signal. Consequently, the output voltage is close to zero. The exact output voltage is determined by the ratio of the conduction resistance of D1 to the value of Rs. Ideally, the diode would be a short
circuit when it conducts, resulting in a zero output voltage during the positive portion of the input. During the negative alternation, D1 is cut off and current is permitted to flow through the load.

Reversing D1 results in negative lobe clipping. The input and output waveforms, as well as the schematic diagrams for the parallel negative lobe diode clipper, are contained in figure 2-33.

As in series limiters, biasing the circuit results in clipping at levels other than at the zero reference. An input voltage may be limited to any desired positive or negative value by holding the proper diode electrode at that voltage by means of a battery or a biasing network. In figure 2-34, two such circuits are shown.

The cathode of the diode in figure 2-34A is more positive than the plate by the value of Vbias when no signal is applied at the input. As long as the input voltage remains less positive than Vbias the diode acts as an open switch and the output equals the input minus the drop across R. If the input increases to a value greater than Vbias, the diode conducts and behaves as a closed switch which effectively connects the upper right output terminal to the positive terminal of the battery.
Thus, during the portion of the cycle that the input voltage equals or exceeds $V_{bias}$, the difference between $e_{in}$ and $V_{bias}$ (neglecting $e_p$) appears as an $iR$ drop across the resistor ($R$) and $E_{out}$ will equal $V_{bias}$.

The anode of the diode in figure 2-34B is negative by the value of battery voltage, $V_{bias}$. Thus, as long as the input is positive or is less negative than $V_{bias}$ the diode will not conduct and the output voltage, $e_{out}$, is equal to the input voltage. When the input becomes more negative than $V_{bias}$, the diode conducts and effectively connects the junction of the resistor and diode to the negative terminal of the battery. During this portion of the input cycle, $e_{out}$ equals $V_{bias}$ and the difference between $e_{in}$ and $V_{bias}$ appears as an $iR$ drop across $R$.

It is sometimes desirable to pass only the positive or negative extremity of a waveform on to a succeeding stage. To accomplish this, the parallel diode limiters shown in figure 2-35 can be employed. In figure 2-35A, the entire portion of the input waveform above the negative potential, $V_{bias}$, causes the diode to conduct, thus producing an output voltage which varies between the negative level of $V_{bias}$ and the negative extremity of the input. In figure 2-35B, the diode conducts during the entire portion of the input waveform which is below the positive potential of $V_{bias}$. The output voltage then varies between the positive level of $V_{bias}$ and the positive extremity of the input waveform. In either case, the difference between the value of $V_{bias}$ and $e_{in}$, during the time the diode conducts, is represented by the $iR$ drop across the series resistor, $R$. In actual circuitry, the batteries would be replaced by voltage divider networks and power supplies.

**Dual Diode Limiters**

Dual diode limiters are used to limit both positive and negative amplitude extremities. With the elimination of both peaks, the remaining signal is generally of square wave shape; therefore, this circuit is often used as a square wave generator. A circuit connected to provide this type of limiting is illustrated in figure 2-36.

Diode D1 conducts whenever the positive portion of the input signal exceeds $E_1$, thus limiting the positive output to the value of $E_1$. This results from the fact that D1, in effect, connects the output terminals across $E_1$. D2 is nonconducting, or an open circuit, during this time. The difference between $e_{in}$ and $E_1$ appears as an $iR$ drop across $R$.

Diode D2 conducts whenever the negative portion of the input signal exceeds $E_2$, thus limiting the output to the value of $E_2$ during the negative half cycle. During this time, the output terminals are connected, in effect, across $E_2$, and D1 is an open circuit. By increasing the severity of the clipping, the circuit may produce a close approximation of a rectangular or square wave.

An alternate method of clipping both extremities is to connect two zener diodes back to back across the input terminals as shown in figure 2-37. During the positive portion of the input signal, D1 is in the forward biased direction and offers little impedance to current. However,
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Figure 2-35.—Parallel diode limiters that pass peaks only.

Figure 2-36.—Double-diode limiter.
the impedance of D2 compared to Rs is very large until the zener breakdown potential is reached. When the zener breakdown level occurs, the output voltage will no longer increase and therefore will be limited to $V_{z1}$. The negative input alternation causes D1 to limit the output excursion to $V_{z2}$.

Diode limiters discussed prior to this point required an input signal strength appreciably greater than a few tenths of a volt. This is because a diode has an appreciable forward resistance with low values of forward voltage. Figure 2-38 illustrates a graph of forward voltage to forward current relationships for a diode.

This high forward resistance characteristic of a diode may be used to an advantage for limiting small signal amplitudes. Figure 2-39 shows such a limiting circuit. The diodes are chosen for their high resistance with low forward voltages and for a sharp decrease in resistance past that level. For purposes of illustration, let it be assumed that a silicon diode requires five-tenths of a volt to cause appreciable conduction. During the positive alternation until the .5-volt level is reached the forward resistance of D1 is high compared to Rs so that the input voltage is dropped primarily across D1. As the input voltage is made more positive than 0.5 volts, there will be a sharp increase in the current flow in the circuit when D1’s resistance starts to drop. The change is such that the drop across D1 now remains essentially constant at, or near, 0.5 volts while the drop across Rs increases with the applied voltage. Thus, the output is limited to approximately 0.5 volts since, at this time, D2 is reverse biased and acts as an open circuit (has no effect). During the negative alternation, D2 conducts and the action for D2 is the same as for D1 with the exception that the output voltage will now be limited to a -0.5 volts.

Grid Limiting

Three element devices may produce clipping or limiting action by being biased at or near saturation or cut off. When used as a grid limiter, the action is similar to that of the parallel diode limiter. Figure 2-40 is an illustration of a grid limiter circuit.

The grid and cathode act as a diode. That is, an output taken from grid to ground would be identical to that of a parallel diode clipper. In certain applications, an output may be taken from the grid with respect to ground. However, in most applications the output is taken from the plate with respect to ground and is, of course, reversed in phase. The circuit parameters are such that when the positive alternation of a signal is applied to the limiter, the grid will draw current. For all practical purposes the positive alternation is effectively dropped across $R_g$, since the size of $R_g$ is large compared to the conduction resistance of the grid to cathode. With no appreciable change in voltage on the grid, plate voltage also remains constant. As the negative input alternation is applied the grid is no longer able to draw grid current, and the entire negative input alternation is developed across the extremely high grid to
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Figure 2-39.—Limiting using forward biased diodes.

![Diagram of a grid limiter circuit.](image)

Figure 2-40.—Grid limiter.

cathode resistance. This negative grid voltage controls the conduction of the tube. It decreases plate current and increases plate voltage, therefore causing the grid and plate signals to be of opposite phase. Adding R1 and C1 in the cathode circuit will cause the operating point to shift (and provide protective bias for the tube). Current flow from ground through R1 to the plate establishes a voltage drop across R1. Now the grid cannot draw current until the positive input is above that bias potential. Input levels above the bias level are dropped across Rs due to grid current. By changing the value of R1, any desired level of positive clipping may be achieved. If an output is obtained from the plate, the negative alternation would be clipped because of the phase reversal characteristic.

With a large enough negative input alternation to the grid limiter, the tube will be driven into cutoff. The output from the plate would thus be clipped or limited on both extremities.

For any amplifier, there are limits as to how large an input signal it can handle without clipping occurring in the output. Figure 2-41 shows typical characteristic curves for solid-state and electron tube amplifiers.

Methods of establishing the point of operation of an amplifier are discussed in Volume I, chapters 3, 6, 7, 13, and 14. Biasing at point C will clip or limit one alternation, while biasing at point A will clip or limit the other. Biasing away from either extremity by a small amount, produces partial limiting if the input signal is sufficiently large.

Circuits biased near point C are called SATURATION LIMITERS. It is to be remembered that saturation is achieved with smaller inputs by reducing source voltage and increasing Rl. Therefore, saturation limiters normally are operated with low plate voltages. Circuits operated near point A, with an input signal such that clipping occurs, are called CUTOFF LIMITERS.

If a circuit is biased at point B and a large input signal is applied, the amplifying device reaches both cutoff and saturation. Figure 2-42 shows how a square wave may be produced from a sinusoidal wave using a saturation and cutoff limiter. This circuit is commonly called an OVERDRIVEN AMPLIFIER.
A circuit that introduces a d.c. reference level into a pulsed or a.c. waveform is called a CLAMPING CIRCUIT, or D.C. RESTORER.

Before discussing clamping circuits, it will be helpful to briefly review the action of RC networks when used for interstage coupling in amplifier circuits. The primary purpose of the coupling capacitor (sometimes referred to as a blocking capacitor) in such a circuit is to prevent (or block) the d.c. potential applied to the collector or anode of one stage of the amplifier from appearing at the input to the next stage. Thus, only the varying component (signal component) of the collector or anode voltage of the first stage is allowed to appear at the input of the next stage where it will be referenced to some predetermined level (usually ground or zero potential). That is, if the lower end of the base or grid resistor is grounded, then the reference level is ground and the signal varies above and below ground as shown in figures 2-43A and 2-43B. Thus, the input of an ordinary RC coupling network is alternating in character about the average voltage level of the applied waveform. After the coupling capacitor charges to the average collector or anode voltage, any decrease in the collector or anode voltage causes the output voltage of the RC network to swing negative and any increase above the average causes the output voltage to swing positive.

If a biasing potential is employed, the signal applied to the base or grid will vary above and below this d.c. bias voltage as shown in figure 2-44.

For a class A amplifier, the biasing potential is adjusted to the center of the operating range and the signal is kept within the limits of this range.

In other circuits, however, it may be desired that the entire voltage excursion be above or below a fixed reference level. In such applications, a clamping circuit is used to maintain either extremity (positive or negative) of the applied waveform at some fixed level as shown in figure 2-45. The fixed level or reference level is determined by the design of the clamper.

To obtain positive clamping, the maximum negative point of a waveform is positioned on some value of d.c. reference voltage in such a
manner as to cause the entire waveform to lie in a more positive area than the reference voltage. This is shown in figure 2-45A.

To obtain negative clamping, the maximum positive point of the waveform is positioned on some value of d.c. reference voltage in such a manner as to cause the entire waveform to lie in a more negative area than the reference voltage as shown in figure 2-45B.

Clampers must not appreciably change the shape of a waveform in any manner. Any significant distortion which results from clamping is an indication of clamping circuit deficiencies in either component types or values.

**POSITIVE DIODE CLAMPER (UNBIASED)**

Perhaps the simplest type of clamer is the diode clamer which utilizes a diode in conjunction with a series RC network. In figure 2-46, two versions of a positive clamer of this type are shown. The circuit in figure 2-46A utilizes a semiconductor device while the circuit in figure 2-46B utilizes an electron tube. The operation of either circuit is essentially the same.

In general, whenever the input voltage is such as to cause the diode to conduct, the circuit will have a very short time constant since the forward or conducting resistance of the diode is quite low. Thus, the charging rate of the capacitor will be such that the charge on the capacitor will closely follow the rise in input voltage. (The capacitor charges to very nearly the peak value of the input voltage.) When the input voltage is such as to cause the diode to be cut off, the TC of the circuit will be quite long since the resistance (R) is usually made quite large. Under these conditions, the capacitor discharges very slowly. Assuming that the period the diode is cut off is relatively short in comparison to the TC of the circuit, then the capacitor will lose very little
of its charge between the end of one charge period and the beginning of the next. Thus, after a very few cycles the average charge on the capacitor will nearly equal the peak value of the input voltage and will remain at this level as long as the same input signal is applied. The output voltage now varies from zero to twice the peak value of the input voltage i.e., the voltage across \( R \) varies from near zero to that of the input in series with the voltage across \( C \).

To better understand this action, assume that a 500-Hz square wave whose amplitude varies between the positive 50-volts level and the negative 50-volts level is applied as an input signal to one of the circuits in figure 2-46. It is further assumed that the forward resistance of the diode is 500 ohms and that the values assigned to the capacitor and resistor are 0.1 \( \mu \)fd and 1 megohm, respectively. Then, through the use of figure 2-47, the voltages which are present in the circuit at any given instant of time can be determined. At point A in figure 2-47, \( e_{in} \) is zero as are \( e_{C} \) and \( e_{R} \). (Note—\( e_{R} \) equals \( e_{out} \).) These are the conditions which exist in the circuit prior to the application of the signal.

At point B in figure 2-47, \( e_{in} \) equals 50 volts, \( e_{R} \) equals 50 volts, and \( e_{C} \) equals 0 volts. These are the conditions which exist in the circuit on initial application of a positive going voltage to the circuit. At this time the diode is cut off since its cathode is more positive than its anode or plate and the charge path for the capacitor will be through the resistance (R).

At point C in figure 2-47, \( e_{in} \) is still 50 volts, \( e_{R} \) has dropped to about 49.5 volts and \( e_{C} \) has charged to a negative 0.5 volts. These are the conditions which exist in the circuit just prior to the time the input voltage switches to a negative 50 volts. Since the diode was cut off for the time period B to C, the TC for the circuit will be very long in comparison to this time period (100,000 usec as compared to 1000 usec shown for the period B to C), thus the capacitor is unable to assume much of a charge.

At point D in figure 2-47, \( e_{in} \) has switched from the plus 50 volts level to the negative 50 volts level, \( e_{C} \) equals negative 0.5 volts and \( e_{R} \) equals a negative 50.5 volts (\( e_{in} \) plus \( e_{C} \)). These are the conditions which exist in the circuit immediately after the switching action took place. At this time, the diode will be forward biased and start to conduct. When the diode conducts, the TC of the circuit drops to a very low value (50 usec). Under these conditions, the capacitor rapidly discharges to 0 volts and starts to charge in the direction opposite to which it was originally charged.

At point E in figure 2-47, \( e_{in} \) is still a negative 50 volts, \( e_{C} \) equals a positive 50 volts and \( e_{R} \) equals 0 volts. These are the conditions which exist in the circuit just prior to the beginning of the second cycle of input voltage. Since the TC is short in comparison to the period D to E, the capacitor has had plenty of time to charge to the peak value of the input voltage and little or no current now flows in the circuit.

At point F in figure 2-47, \( e_{in} \) has switched to the positive 50-volt level, \( e_{C} \) equals a positive 50 volts, and \( e_{R} \) equals 100 volts (\( e_{in} \) plus \( e_{C} \)). These are the conditions which exist in the circuit immediately after the switching action takes place.
Figure 2-47.—Unbiased positive diode clamper waveforms.

At point G in figure 2-47, $e_{in}$ equals 50 volts, $e_C$ equals a positive 49 volts, and $e_R$ equals 99 volts. These are the conditions which exist in the circuit just prior to the time the input voltage switches to the negative 50-volt level for the second time. Since the diode is cut off for the period F to G, the circuit has a long TC and the capacitor loses little of its charge.

At point H in figure 2-47, $e_{in}$ has switched to the negative 50-volt level, $e_C$ equals positive 49 volts, and $e_R$ equals a negative 1 volt ($e_R$ and $e_C$ added algebraically). The diode is again forward biased and the capacitor quickly charges back to a positive 50 volts.

At point I in figure 2-47, $e_{in}$ is still a negative 50 volts, $e_C$ is a positive 50 volts, and $e_R$ equals 0 volts.

As can be seen in figure 2-47, the circuit has now stabilized, $e_C$ varies between a positive 49 and 50 volts, and $e_R$ between a negative 1 volt and a positive 100 volts. Thus, for all practical purposes the negative peak of the input waveform has been clamped to 0 volts in the output. That is, once the circuit is stabilized, all major voltage excursions in the output will be positive with respect to ground or 0 volts. Note: The output wave shape will not be an exact replica of the input waveshape due to the reactive nature of the RC network. As we previously discussed, a square wave is assumed to be composed of a fundamental frequency plus an infinite number of odd harmonics of this frequency, and the RC network will not respond equally to all of these frequencies since the reactance of the capacitor and thus the total impedance of the circuit is dependent on the frequency of the applied voltage.

If the ratio of $R$ to $X_C$ is decreased in the charge path and/or increased in the discharge path, the shape of the output waveform will more nearly approach that of the input waveform. However, there is a practical limit on the ratios that can be obtained; thus, there will always be a certain amount of distortion in the output of this type of circuit and the amount of distortion which can be tolerated will be the primary factor to be considered when selecting circuit components.

**POSITIVE DIODE CLAMPER WITH POSITIVE BIAS**

The positive biased positive diode clamps (fig. 2-48) operate similarly to the unbiased positive clamps (fig. 2-46) with the exception that the most negative extremity of the output waveform is clamped to a reference which is the bias level. Observe that with positive bias, the negative terminal of the bias battery is grounded.

With zero input to the circuit (fig. 2-49, point A), the capacitor can be considered to be charged to the bias level. Hence, the output is $+10$ volts ($e_{out} = e_C + e_{in}$).

On the first positive alternation of the input cycle, the diode in nonconducting and the output level increases to $+60$ volts, resembling the appearance of the input waveform. Because of the long time constant circuit the capacitor discharges but slightly.

When the input becomes $-50$ volts, a change of 110 volts, the diode conducts and the capacitor rapidly charges to $+60$ volts ($e_{bias} + e_{in}$) before diode conduction ceases. This is the circuit condition at point B, figure 2-49. Observe that when $e_C$ went to 60 volts, $e_{out}$ returned to the reference level.

At point C on the succeeding positive alternation of the input cycle (fig. 2-49), the diode is nonconducting and $e_{out} = +110$ volts.

From the foregoing analysis, it can be observed that once $e_C$ equals $+60$ volts, the output will vary between $+10$ volts and $+110$ volts as the input varies between $-50$ volts and $+50$ volts.
Figure 2-48.—Positive diode clamper with positive bias.

The negative biased positive diode clamper (fig. 2-50) differs from the positive biased positive diode clamper (fig. 2-48) only in that the bias polarity is reversed, thereby relocating the reference. The reference on which the most negative extremity of the output waveform is positioned now becomes the value of negative bias used.

Referring to figure 2-51 point A, observe that the capacitor is charged to the bias level when \( e_{in} \) is zero. This is true because the generator \( (e_{in}) \) provides a charge path through its internal resistance. Therefore, the output voltage at this instant is -10 volts (\( e_{out} = e_{in} + e_c \)).

At point B (fig. 2-51) \( e_{in} \) rises to +50 volts, \( e_{out} \) increases from -10 volts to +40 volts or to the value of \( e_{in} + e_c \). During this time the diode is nonconducting and the time constant is long, causing the capacitor to discharge only slightly.

At point C on figure 2-51, the input signal is -50 volts and the instantaneous output is -60 volts with respect to ground. At this time capacitor C charges through the conducting diode, due to the short time constant, and the 50 volt change across the capacitor occurs as shown in figure 2-51. At point D (fig. 2-51) the capacitor is charged to 40 volts, and the output is -10 volts.

When \( e_{in} \) again rises to +50 volts at point E (fig. 2-51), \( e_{out} \) rapidly increases from -10 volts to +90 volts. Due to the long time constant circuit during diode nonconduction, the capacitor will discharge but slightly. The circuit is now stabilized and as \( e_{in} \) varies between -50 and +50 volts, \( e_{out} \) varies between -10 volts and +90 volts.

Figure 2-49.—Positive bias positive clamper waveforms.

POSITIVE CLAMPER WITH NEGATIVE BIAS

NEGATIVE DIODE CLAMPER (UNBIASED)

The principal difference between the positive and negative diode clamper circuits is the manner in which the diode is connected. In the positive diode clamper circuits, the anode of the diode is connected to the reference. In the negative diode clamper circuits, the cathode of the diode is connected to the reference as in figure 2-52. In this manner,
the output waveform will have its most positive extremity clamped to the reference. Stated otherwise, the entire output waveform will lie in a more negative area than the reference. This is shown in figure 2-53. The diode in the negative clamper conducts upon application of the positive alternation of the input waveform, providing a path for rapid charging of the capacitor. This corresponds to a short time constant circuit. Upon application of the negative alternation of the input signal, the diode is nonconducting and the output voltage is the sum of the negative alternation \( (e_{\text{in}} + e_{C}) \) and the charge on the capacitor \( (e_{C}) \). A high value of resistance is utilized to prevent the capacitor from discharging appreciably during the period in which the diode is nonconducting. This corresponds to a long time constant circuit.

The circuits in figure 2-52 and waveforms in figure 2-53 will help to clarify the action of the unbiased negative clamper. On the first positive alternation of the input signal, the diode conducts, and the capacitor charges rapidly to a potential of -50 volts. After the capacitor is charged, the output remains at zero volts \( (e_{\text{in}} + e_{C}) \). On the negative alternation of the input signal the diode is nonconducting. During this period, the capacitor does not discharge appreciably through the one-megohm resistor. Accordingly, the output voltage decreases to a negative 100 volts at times \( F, G, \) and \( H \); and remains at this level during the entire duration of the negative input alternation, as in the basic unbiased positive diode clamper, the value of the resistor in the unbiased negative diode clamper must be large to avoid output waveform distortion.

**NEGATIVE DIODE CLAMPER WITH NEGATIVE BIAS**

A negative biased negative clamper operates in the same manner as the negative biased positive clamper. A negative diode clamper with a -10 volts bias as shown in figure 2-54 will clamp the upper extremity of the waveform at a -10 volts rather than zero volts.

With zero volts input at point A of the input waveform shown in figure 2-55, the capacitor is initially charged to the value of bias voltage (-10 volts) through the source resistance. The output voltage \( (e_{\text{out}}) \) at that time is -10 volts \( (e_{\text{in}} + e_{C}) \). When the input waveform goes positive for the first time at point B, the capacitor rapidly charges through the low forward resistance of the conducting diode to -60 volts \( (e_{\text{in}} + e_{\text{bias}}) \). As indicated by figure 2-55,
Figure 2-52.—Negative diode clampers (unbiased).

Figure 2-53.—Waveforms for negative unbiased clamper.

Figure 2-54.—Negative diode clampers with negative bias.
the capacitor is charged to a -60 volts long be-
before point C (the end of the first positive alter-
nation), and the output returns to -10 volts. On
subsequent alternations when the input signal goes
in a negative direction (fig. 2-55, points F, G, and H),
the diode is nonconducting, and the charge
on the capacitor remains relatively constant.
The output voltage is approximately -110 volts
during the negative input signal alternations.
Whenever the input signal goes positive, the diode
conducts, causing the capacitor to charge rapidly
to negative 60 volts, and the output to return to
-10 volts. As a result of this circuit action, the
most positive extremity of the waveform is clamp-
ed to the negative 10-volt reference.

NEGATIVE DIODE CLAMPERS
WITH POSITIVE BIAS

Negative diode clamps with positive bias
are shown in figure 2-56. The associated wave-
forms are shown in figure 2-57. With zero-volts
input at point A, the capacitor charges rapidly
to -40 volts, the sum of e_in and the bias volt-
age. The charge path is through the low forward
resistance of the conducting diode. The output
voltage after the capacitor has charged returns
to a value of +10 volts. On all subsequent
negative alternations of the input signal (fig. 2-57,
points F, G, and H), the diode is nonconducting
and e_out equals -90 volts (e_in + e_C). What-
ever small voltage level the capacitor discharges
during the negative alternations of the input is
quickly replenished when the diode conducts on
the positive swing of the input voltage. Thus,
with the input varying from -50 volts to +50
volts, the output varies from +10 volts to -90
volts as shown in figure 2-57. The most positive
extremity of the waveform has been clamped to
the +10-volts bias reference.
Figure 2-57.—Waveforms for positive biased negative clamper.
CHAPTER 3
PULSE FORMING AND PULSE SHAPING CIRCUITS—PART II

This chapter is a continuation of the previous chapter. Where the previous chapter concerned itself with the basic pulse forming and shaping circuits, this chapter will deal with timing circuits. Timing circuits are used to start, stop, or synchronize various circuits in a system.

ECCLES-JORDAN TRIGGER CIRCUIT

The Eccles-Jordan trigger circuit, also referred to as a flip-flop, a bistable multivibrator, a binary scaler, or a scale-of-two circuit, is a bistable circuit—one which will remain in either of two stable states. It will change states very abruptly upon application of external excitation (a trigger). A complete cycle of operation requires two input pulses of sufficient amplitude. One is used to turn it on and another to turn it off again. The output pulse is commonly referred to as a GATE having fast rise and fall times and extreme flatness between transitions. Since triggers control the operation, the output frequency is directly related to the input trigger frequency. Two outputs, of opposite polarity, are available from the circuit.

MULTIPLE SOURCE VOLTAGE DIVIDERS

Before delving directly into an analysis of the Eccles-Jordan circuit, a brief review of multiple source voltage dividers is in order. Referring to figure 3-1, with switch S1 open, the following conditions exist in the circuit:

\[ I_{\text{total}} = \frac{E_{\text{total}}}{R_{\text{total}}} = 350 \text{ volts/350 kohms} = 1 \text{ milliampere (ma.)} \]

\[ E_{R1} = R1 \times I_{\text{total}} = 50 \text{ kohms x 1 ma.} = 50 \text{ volts} \]

\[ E_{R2} = R2 \times I_{\text{total}} = 200 \text{ kohms x 1 ma.} = 200 \text{ volts} \]

\[ E_{R3} = R3 \times I_{\text{total}} = 100 \text{ kohms x 1 ma.} = 100 \text{ volts} \]

Therefore, the voltage at point P with respect to ground will be a positive 225 volts \((E_P = +V - E_{R1})\) and the voltage at point G with respect to ground will be a positive 25 volts \((E_G = -V + E_{R3})\).

Now focus on the voltage drop across R3. On one end the voltage with respect to ground is a negative 75 volts and on the other end it is a positive 25 volts. This means that at some point within the resistor there is a potential with respect to ground that is zero. This point is referred to as a FLOATING or PHANTOM GROUND.

When switch S1 is closed the conditions in the circuit will be:

\[ E_{R1} = +V = 275 \text{ volts} \]

\[ I_{R1} = +V/R1 = 275 \text{ volts/50 kohms} = 5.5 \text{ ma.} \]

\[ E_{R2} = -V/(R2+R3) = 75 \text{ volts/300 kohms} = 0.25 \text{ ma.} \]

\[ E_{R3} = I_{R3} \times R3 = .25 \text{ ma. x 200 kohms} = 50 \text{ volts} \]

\[ E_{R2} = I_{R2} \times R2 = .25 \text{ ma. x 200 kohms} = 50 \text{ volts} \]

\[ E_{R3} = I_{R3} \times R3 = .25 \text{ ma. x 100 kohms} = 25 \text{ volts} \]

In this condition, point P is at ground potential because of the direct connection through the closed switch. The voltage at point G with respect to ground is a negative 50 volts. A comparison of the voltage levels when the switch is open and closed shows point P changing from a positive 225 volts to zero and point G changing from a positive 25 volts to a negative 50 volts respectively.

Figure 3-2A is a schematic composed of two of the voltage dividers just described. The switches are ganged together so that when one is open the other will be closed. Consequently, when the voltage at P1 with respect to ground is maximum, the voltage at P2 with respect to ground is minimum and vice versa. The voltages
Figure 3-1.—Voltage divider.

referred to ground at G1 and G2 behave in a similar manner. Using the potentials obtained from the single divider network, voltage level waveforms are shown in figure 3-2B at points P and G as a function of the switch settings.

BASIC FLIP-FLOP

The circuit diagram of figure 3-3A shows a basic flip-flop. The only difference between this circuit and the double voltage divider network is that the switches have been replaced by active devices performing essentially as switches. The active devices may be either transistors or tubes. NPN transistors or tubes can be used with the voltage polarities as shown. A PNP transistor may be used by reversing voltage polarities. The output of each amplifier is directly coupled to the input of the other amplifier. When power is applied, one of the devices, due to slight parameter differences, will be conducting, and the other will be cut off.

Although these devices are assumed to be identical, no two absolutely identical devices exist. This is due to small, many times immeasurable, differences which occur during manufacturing. Consequently, these devices never become absolutely identical as these and other differences will remain. A stable condition with both devices conducting or both cut off cannot exist because of regenerative feedback between the stages. A detailed analysis of operation is in order, but to accommodate both transistor and tube circuits, specific voltage levels will not be used. In general +V and -V will be less than 20 volts for transistors and more than 100 volts for tubes.

Initially, assume that A1 is conducting and A2 is cut off. Due to this initial condition, collector or plate voltage, e_{A1-3}, will be low because of a large voltage drop across R1, as shown in figure 3-3B. This voltage will not be zero as previously described in the switch analogy, since the amplifying device will contain some minimum resistance. The base or grid voltage, e_{A1-2}, will not be as positive as in the switch analogy because the base or grid provides another conduction path. Conduction is minimal through this path because R4 is a large value.

The increased voltage drop across R4 will result in e_{A1-2} going only slightly positive with respect to ground. Simultaneously A2 is cut off since a negative voltage (e_{A2-2}) is applied to the base or grid of A2. The amount of voltage is determined by the size of R1, R3 and R6 in relation to the level of +V and -V. The collector or plate voltage of A2 (e_{A2-3}) with respect to ground will be less than +V. This is due to the small base or grid current through A1, and the current through the voltage divider R5, R4 and R2.

When a negative trigger is applied, A2 will not be affected since this device is already cut off, however, the trigger will reduce the conduction level of A1. This reduced current causes the collector or plate voltage of A1, e_{A1-3}, to go more positive with respect to ground. This positive going voltage change will be coupled to the base or grid of A2, which brings A2 into conduction. A2's conduction causes its collector or plate voltage, e_{A2-3}, to decrease. This decrease is coupled to the base or grid of A1 and reduces the conduction of A1 even more. This process is accumulative until A1 is cut off and A2 is conducting heavily.

The state of A1 cut off and A2 conducting is maintained until another trigger is applied. Five successive triggers are shown in figure 3-3B with the resulting changes in circuit voltage levels. Due to the abrupt changes in conducting states the waveforms have virtually no rise or fall time.
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Steering Diodes

The trigger pulses are usually obtained from differentiating a rectangular waveform. Therefore, both positive and negative trigger spikes are obtained. To allow only the desired trigger polarity to be applied to the amplifying devices, steering diodes are used. These diodes pass triggers of only one polarity. Figure 3-4 depicts an Eccles–Jordan trigger circuit employing steering diodes which permit only negative trigger signals to pass to the flip-flop.

Transition Time

It is desirable, and in most cases imperative, that the change from one state to the other be very rapid. The time interval which elapses when changing conduction state from one device to the other is called transition time. This time may be reduced by placing small capacitances in parallel with the resistors which couple collector or plate voltage changes to the base or grid. These capacitors, C1 and C2 (called speed up capacitors), are shown in figure 3-5.

To aid in understanding the parameters that affect transition time it must be remembered that both transistors and tubes have a finite quantity of input capacitance. To illustrate this, a more exact schematic of the basic divider network is shown in figure 3-6. Analysis of this circuit reveals that a change in voltage will not be felt across R3 until the input capacitance is changed. This input capacitance will change at a rate determined by the ratio of input capacitance to the capacitance of the speed up capacitors. The voltage across R3 after transition is determined by the resistors. The effect of the input capacitance will be minimized to the greatest extent if R3 times the input capacitance equals R2 times the speed up capacitance. Perfect
compensation does not occur because of the interaction effects between impedances of the driving source (active device) and the network impedance.

The optimum value of the speed up capacitors is a compromise between a short settling time and a short transition time. (Settling time is the time required for completing the recharging of the capacitors after transfer of conduction has taken place.) The reason for the compromise is that increasing the value of the speed up capacitors increases the settling time simultaneously with the desired decrease in transition time. Depending on circuit requirements the values of the speed up capacitors may vary from 10 pf to 200 pf.

Resolving Time

Resolving time is the smallest allowable time between triggers—the reciprocal of the maximum frequency to which the flip-flop will respond. It is the sum of transition time and settling time.

Resolving time is improved in some circuits by triggering the active device out of conduction instead of out of cutoff. Binary circuits are more sensitive to a trigger whose polarity turns the active device off than a trigger whose polarity is such that it turns the active device on. For example, the NPN transistor or the tube is switched more rapidly by negative pulses than by positive pulses. This is due to these devices having greater gain near saturation (gain close to cutoff is considerably less).

Efficiency

Efficiency is improved in a flip-flop if it is not allowed to go into saturation. Electron tube circuits of this type do not draw grid current. The nonsaturation condition also reduces resolution time, especially in transistors, since the charge storage effect is greatly reduced. This method of operation can be accomplished by a critical selection of voltage divider components or by the use of reference diodes (Zener).
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Figure 3-4.—Steering diodes.
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Figure 3-4.—Steering diodes.

SCHMITT TRIGGER CIRCUIT

The Schmitt trigger is a two stage pulse shaping circuit. This circuit is amplitude sensitive and is designed to produce an output only when its input signal exceeds a prescribed reference level. The output of a Schmitt trigger circuit is a rectangular waveform of constant amplitude, whose pulse width is equal to that period of time during which the input signal exceeds a preset reference level. Examples of inputs to and corresponding outputs from a Schmitt trigger circuit are illustrated in figure 3-7.

Figure 3-8 illustrates a Schmitt trigger circuit. An examination of this circuit reveals that it is basically an emitter/cathode coupled bistable trigger circuit. Coupling from the second stage (A2) to the first stage (A1) is obtained by the use of an unbypassed common emitter/cathode resistor rather than direct resistive coupling, as in the Eccles-Jordan trigger circuit. Also, there is no voltage divider to bias A1.

OPERATION (NO INPUT)

The polarities used in the following explanation are correct for NPN transistors or electron tubes. Operation with PNP transistors is the same except for the reversal of all polarities.

Resistors R1, R2, and R3 form a voltage divider network across the voltage supply. With ground as a reference, a positive potential will appear at the junction of R2 and R3. This positive potential is applied to the base/grid of A2, causing A2 to conduct. Since there is initially no
positive potential applied to the base/grid of A1, A2 will always conduct first. The conduction of A2 will develop a positive voltage with respect to ground across the common emitter/cathode resistor R5. This voltage is sufficient to maintain A1 in a cutoff condition. The collector/plate voltage of A1 will be approximately \( +V_{cc} + E_{bb} \), because A1 is cutoff, and the collector/plate voltage of A2 will be low due to its heavy conduction.

OPERATION (INPUT APPLIED)

All voltage polarities are with reference to ground unless otherwise indicated. When an input, \( e_{in} \) (figure 3-9), of the proper polarity (positive for NPN transistors and electron tubes—negative for PNP transistors) and of sufficient amplitude to overcome the reference level (determined by the voltage drop across R5), is applied to the base/grid of A1, the device will conduct. As A1 conducts, its collector/plate voltage \( e_{A1-3} \) (fig. 3-9) decreases causing the base/grid voltage of A2 to become less positive. A2, therefore, conducts less, which in turn results in a decrease in the voltage across R5. The decreasing voltage across R5 allows A1 to conduct appreciably more, causing its collector/plate voltage and the base/grid voltage of A2 to become much less positive. This cumulative and instantaneous action results in A1 conducting heavily and A2 being cut off. A2's base/grid with respect to emitter/cathode voltage has now become negative. At this time the collector/plate voltage of...
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Figure 3-9.—Schmitt trigger waveforms.

A1 is low and the collector/plate voltage of A2 (eA2-3—fig. 3-9) is approximately +VCC+Ebbs. When the input falls below a level which maintains the conduction of A1, A1's conduction decreases and its collector/plate voltage rises toward +VCC+Ebbs. This increasing collector/plate voltage causes the base/grid of A2 to rise positively with respect to the emitter/cathode, which in turn brings A2 out of cutoff. The conduction of A2 increases the voltage drop across R5 which in turn reduces the conduction of A1. Again the action is cumulative and instantaneous and results in A1 being cut off and A2 conducting heavily. The circuit will remain in this state until the input again rises above the reference level.

It would seem that the input level at which A1 is driven into conduction (turn on level) should be the same as the level below which A1 cuts off (turn off level). This, however, is not the case. The circuit's turn on and turn off levels are determined by the voltage drop across R5. The voltage drop across R5 is lower during the conduction of A1 than during the conduction of A2. Therefore, the input level required to cause A1 to conduct (i.e., turn on level) is greater than the level below which the input must fall in order to cause A1 to cutoff (i.e., turn off level). This is depicted in figure 3-9.

MONOSTABLE MULTIVIBRATOR

The emitter/cathode coupled monostable multivibrator circuit (fig. 3-10) has only one stable state. In this state, one active device conducts while the other active device is normally cut off. The circuit will function for only one complete cycle of operation upon the application of one trigger pulse. During this cycle, the circuit goes to an unstable state, in which the active devices reverse their condition of conduction or nonconduction. The time duration of the unstable state is determined by the circuit constants. This circuit is commonly referred to as a ONE-SHOT MULTIVIBRATOR.

A cycle of operation may be initiated in a variety of ways. The normally conducting device may be turned off, or the device cut off in the stable state may be turned on. In many solid-state circuits, turning off a conducting transistor is accomplished more rapidly than turning on a nonconducting transistor. Basically, a conducting NPN transistor may be turned off by making the base negative with respect to the emitter. (This may be accomplished by applying a positive pulse to the emitter or a negative pulse to the base.) Of course, opposite polarities are required for PNP transistors.

This simple process becomes more complicated when it is necessary to achieve various functions, such as faster switching time, purer waveforms, shorter resolving times, etc. Therefore, in practical circuitry, several active devices plus many passive ones may be used in conjunction with the basic multivibrator circuit to achieve optimum performance in a given application.

OPERATION

To achieve the stable condition, the base/grid of the normally conducting device (A2—fig. 3-10) is usually returned to its emitter/cathode through a resistor (R2). The normally cutoff device (A1) has its base/grid returned to ground through resistor R1. In the case of transistor circuits, the bases must also be biased from the source (RBIAS).

Because of the biasing, A1 will remain cutoff and A2 will conduct until a trigger is applied, then A1 will conduct. When conducting, A1's collector/plate voltage drop causes C2 to discharge. This discharge applies a high negative voltage to the base/grid of A2 which effects cutoff. This unstable condition will remain until C2 discharges to a point where A2 conducts. The conduction of A2 will produce a voltage drop across the common emitter/cathode resistor R5 which will cut off A1. The circuit is now back in a stable state, in which it will remain until the next trigger pulse. The width of the pulse produced during the unstable state is determined by the discharge time constant of C2 and the cutoff level of A2. However, the frequency of operation

51
Figure 3-10.—Monostable multivibrator.

is determined by the trigger rate, since another pulse will not be produced until another trigger initiates the next unstable state, thus the term one-shot multivibrator is applied to this circuit.

Figure 3-11A shows the charge path for C2 to be from ground through R5, the conduction resistance of emitter/cathode to base/grid of A2, C2, R3 and back through the power source. The discharge path of C2 is illustrated in figure 3-11B. It is from C2, through R2, the conduction resistance from A1's emitter/cathode to collector/plate and back to C2. The resistance of R2 is much greater than the conduction resistance of A1, so that for rough analysis the discharge time constant may be calculated using only C2 and R2.

The unstable state may be adjusted so that it is half the duration of the time between triggers. This arrangement will produce a symmetrical output. Asymmetrical outputs may be obtained by longer or shorter time constants. The duration of the pulse may also be changed by varying the bias on A1.

Outputs may be obtained from either device. However, one advantage of this circuit is that a relatively pure rectangular output may be obtained from A2's collector. This is because the collector/plate of A2 is isolated from feedback (coupling) networks.

Waveform Analysis

Consider now the operation of this circuit (fig. 3-10) while referring to the waveforms shown in figure 3-12. When voltage is first applied, A2 conducts and A1 cuts off due to the biasing arrangement which allows A2 to conduct more heavily than A1. The collector/plate current flow of A2 through common-emitter/cathode resistor R5 makes the voltage at the top of the resistor positive with respect to ground, producing a bias voltage of sufficient amplitude to hold A1 cut off, and still permit A2 to conduct. Thus, at time \( t_0 \) on the waveform illustration, the base/grid voltage of A2 (\( e_{A2-2} \)) is positive, causing conduction through A2. As a result of A2's collector/plate current, there is a positive A1 emitter/cathode voltage (\( e_{A1-1} \)) developed across R5 which provides the bias to cut off A1. The positive going voltage at the collector/plate of A1 (\( e_{A2-3} \)) is coupled through C2 to the base/grid of A2, holding the base/grid positive. Also, at \( t_0 \), C2 charges through the low emitter/cathode to base/grid internal resistance of A2 and R3. At \( t_0 \), due to the effects occurring instantaneously and regeneratively, A2 conducts and A1 cuts off. The circuit will remain in this condition until a trigger pulse is applied.

Assume now that a positive trigger pulse of sufficient amplitude to cause conduction of A1 is applied through C1. The effect of this trigger pulse (applied at \( t_1 \)) is to drive A1 into conduction, thus causing an increase in current through A1 and a decrease in the plate/collector voltage (\( e_{A1-3} \)) of A1. This negative going voltage is applied instantaneously through C2 to the base/grid of A2, driving A2 below cutoff. When A2's collector/plate current ceases, the voltage drop across R5 (\( e_{A1-1} \)) decreases to the level where it permits A1 to conduct more heavily. Thus,
Figure 3-11.—Charge and discharge paths for capacitor C2 in monostable multivibrator.

At t1 a switching action occurs and the multivibrator is in an unstable state, in which A1 conducts and A2 is cut off.

During the unstable state (t1 to t2), capacitor C2 begins to discharge, causing the base/grid voltage of A2 (eA2-2) to become less negative. The discharge path of C2 is downward through R2 and then upward through the low emitter/cathode to collector/plate resistance of A1 (fig. 3-11B). At this time A1 alone is conducting; its collector/plate current is limited by its own emitter/cathode bias, which is not sufficient to cut off A1. As the voltage on the base/grid of A2 (eA2-2) becomes more positive or less negative, because of the discharging of C2, it soon reaches the point, at t2, where it is no longer of sufficient amplitude to hold A2 in cutoff. Consequently, A2 once again conducts.

Note that on waveform eA2-2 the zero reference is below the cutoff point in transistor circuits; i.e., the base must be positive with respect to ground in order for A2 to conduct. However, as shown in the illustration, the grid of an electron tube need not be positive with respect to ground to enable conduction of A2. The flow of A2's current through R5 increases the voltage drop (eA1-1) across this resistor, again increasing the emitter/cathode voltage on A1 and reducing A1's current flow. As the conduction through A1 decreases, the collector/plate voltage (eA1-3) of A1 rises toward the potential of the positive voltage supply, +V.

The positive going signal at the collector/plate of A1 is coupled through C2 to the base/grid of A2, driving this base/grid positive (waveform eA2-2 at t2). Thus, C2 stops discharging and again begins charging. The voltage waveform at the collector/plate of A1 (eA1-3) is rounded off, and the voltage waveform at the base/grid of A2 (eA2-3) has a small positive spike as a result of the charging of coupling capacitor C2 when A2 goes into conduction. The collector/plate voltage waveform of A2 (eA2-3) has a small negative spike, and the voltage waveform across R5 (eA1-1) has a small positive spike of the same time duration as the positive spike on the A2 base/grid waveform (eA2-2). Hence, at t2, the multivibrator reverts to its original stable condition in which A2 conducts and A1 is cut off; the circuit remains in this condition (t2 to t3) until another positive trigger pulse is applied at t3.

Close examination of the waveforms reveals that the monostable multivibrator goes through one cycle of operation for each input trigger pulse. Also, the time of application of the trigger pulse determines when A1 is driven into conduction. The RC time constant of R2C2 and the bias on A2 determine when A2 is driven into conduction. Thus, the monostable multivibrator output frequency is determined by the input frequency, and the output gate width is determined by the discharging of C2 through R2 toward the cutoff potential of A2.

PHANTASTRON

The phantastron circuit is considered to be a relaxation oscillator similar to the multivibrator in operation. Whereas the multivibrator derives its timing waveform from an RC circuit, the phantastron uses a basic Miller sweep generator to generate a linear timing waveform, rather than
the exponential waveform developed by the RC circuit of the multivibrator. Thus, the output waveform is a linear function of the input (control) voltage, and the timing stability is improved.

The phantastron circuit is used to generate a rectangular waveform, or linear sweep, whose duration is almost directly proportional to a control voltage. Because of its extreme linearity and accuracy, this waveform is used as a delayed timing pulse, usually in radar or display equipment. It is also used to produce time delayed trigger pulses for synchronizing purposes and movable marker signals for display. For example, it is used as a time modulated pulse, to indicate antenna position at any instant of rotation, or as a range strobe or delay marker.

OPERATION

The operation of the phantastron circuit is based on the use of a Miller linear sweep generator (fig. 3-13). The suppressor grid is normally biased (negative) to prevent plate current flow, while the screen conducts heavily. The control grid is returned to \(E_{bb}\) through a resistor so that it is effectively at zero potential, and the cathode is grounded. When a positive gate is applied to the suppressor grid \((t_1)\), plate current flows and produces a voltage drop across the plate load resistor \(R_1\). This negative swinging plate voltage \((e_p)\) is fed back through a small capacitor \((C)\) to the control grid, and quickly drives the grid negative; thus maintaining the plate current at a small value, and greatly reducing the screen current. Reduction of the heavy screen current produces a large positive swing on the screen \((e_{sc})\) and the tube essentially remains in this condition, producing a positive screen gate. Meanwhile the plate current flows under control of the feedback voltage applied to the control grid until no further feedback is produced. During this time the plate current increase is linear, and the plate voltage continues to drop. (The normal discharge of \(C\) through \(R_p\) would cause the current through the tube to increase in an exponential manner, thereby causing the plate voltage to drop exponentially. However, any exponential change is fed back to the grid 180 degrees out of phase with the normal discharge of \(C\), thereby causing a linear increase in plate current.) At a point a few volts above ground \((t_2)\) however, no further plate swing is possible, and the screen again conducts heavily, returning almost to the initial operating point \((t_3)\). When the suppressor gate ends, the plate current is cut off, the screen returns to its initial operating point, and the cycle is ready to be resumed under control of the next gate.

Screen Coupled Phantastron

A typical monostable screen coupled pentode circuit is shown in figure 3-14. This circuit is started by a positive trigger applied to the
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Figure 3-13.—Miller linear sweep generator.

suppressor grid, and at the end of operation it returns to the initial starting condition, ready to repeat the cycle of operation when the next trigger arrives. The output taken from the screen is a rectangular positive gate whose duration, or length, is controlled by R7. In the illustration, tube V1 is the basic phantastron, and diode V2 acts as a trigger injector and also as a disconnecting diode to effectively isolate the trigger circuit after the action is started. Diode V3 sets the maximum level of plate voltage as controlled by the position of R7, and since the turn-off level is fixed, it effectively controls the time during which the circuit produces the linear gate or sweep. Operation occurs at the rate fixed by the discharge of C through R5. Feedback capacitor C provides regenerative feedback from the plate to the control grid, to allow quick response to any changes in the plate circuit. Capacitor C1 couples the positive gate from the screen to the suppressor grid thereby holding the tube in a condition where plate current can flow.

Circuit operation can best be understood by referring to the waveforms shown in figure 3-15. Three steps are involved in the circuit action—turn on, linear sweep development, and turn off. Before initiation of action, the circuit is resting with the plate current cut off, because a negative voltage is applied to the suppressor element through R3. Resistors R1, R2, and R3 form a combined suppressor and screen grid voltage divider connected between $E_{bb}$ and $E_{cc}$. The values are such that the screen is positive and the suppressor is sufficiently negative to cut off plate current. Since they are directly connected, both elements are d.c. coupled. They are also a.c. coupled through capacitor C1. Therefore, both d.c. and a.c. voltages appearing on one element also affect the other element. Since the cathode is grounded and the control grid is connected through R5 to $E_{bb}$, the grid remains near zero bias. Thus, although the plate current is cut off, the screen current is heavy. When a positive trigger is applied to the plate of disconnecting diode V2 through coupling capacitor C1, the diode conducts, and the positive trigger appears across R3 and is applied to the suppressor grid of V1 (t1—fig. 3-15). The trigger is large enough to overcome the fixed negative bias and drive the suppressor positive. Therefore, the plate current

Figure 3-14.—Basic screen coupled phantastron.
flows through R4. Since R4 is a relatively large value resistor, the plate current quickly goes from zero to a low value, and simultaneously the negative swing produced across R4 is applied through C to the control grid, driving it from zero to a negative value of only a few volts, but sufficiently negative to reduce the total cathode current. The control grid is now in full control, and the reduction of screen current produces a large positive increase in screen voltage. Through C1 the positive going screen voltage is fed back to the suppressor so that the action is regenerative; as a result, the tube is quickly triggered from the static condition to the operating condition, which produces a screen waveform with a sharp leading edge. The linear sweep development or timing cycle now begins, with the plate current of V1 increasing steadily. Since the control grid voltage attempts to reach the zero bias level; however, it can change only slowly because the plate side of feedback capacitor C is steadily decreasing, so that any positive control grid swing is immediately counteracted by a negative plate swing fed back to the control grid. Therefore, capacitor C starts to discharge and electrons flow from the plate of V1, discharging C through R5. Thus C discharges at a rate determined by the time constant of C and R5.

In discharging, the control grid side of capacitor C gradually becomes more positive, causing an increased current flow through R4 and producing a constant decrease in plate voltage. The positive increment on the control grid is always slightly greater than the negative plate swing it produces; therefore, the control grid potential gradually rises, and the plate potential gradually drops. When the plate reaches the point where a voltage change on the control grid will produce no further plate voltage change, the turn off point is reached. Up to this time a positive gate has been produced in the screen circuit and coupled to the suppressor grid. A negative gate has been developed on the control grid which is smaller in amplitude from the leading edge to the trailing edge by about a volt. (The amount is dependent upon the gain of the tube.)

Since the tube plate voltage is only a volt or so above zero and the plate current can no longer increase, but the control grid voltage is still rising toward zero, causing an increase in current flow, the screen current increases. The moment the screen current increases, the screen voltage drops and feeds back a negative swing through C1 to the suppressor grid. The suppressor grid then resumes its original negative condition, stops any flow of plate current, and assumes control again (t2). Since this action is regenerative, a sharp trailing edge is produced. Simultaneous with plate current cutoff, the plate voltage swings positive and feeds back to the control grid a positive voltage, which helps the control grid to return to normal zero bias condition. Since the charge on C cannot change instantly, the plate swing tapers off exponentially and the tube is not ready for another trigger cycle until it has completely recovered.

Diode V3, a PLATE-CATCHING DIODE (because of the way it catches or arrests, the positive excursion of the plate voltage), operates to catch the plate at a specific voltage, so that with a fixed bottoming point the length of the output pulse and its time duration depend on the plate voltage fixed by V3. The cathode of V3 is biased positive by the voltage divider consisting of R6, R7, and R8, as controlled by potentiometer R7. When the plate voltage of V1 is greater than the positive voltage applied to the cathode of V3, the diode conducts and quickly brings the plate voltage of V1 down to the level of the cathode voltage. Thus, the linear sweep action always starts at the voltage set by R7, and the duration of the phantastron gate (or the length of the sweep) is thereby determined. Because the amplitude of the plate sweep depends on the level at
which it starts, R7 directly controls the amplitude. The amplitude of the screen gate is determined by the voltage applied and the screen current, and is only slightly affected by R7.

Cathode Coupled Phantastron

A typical cathode coupled pentode is shown in figure 3-16. This circuit is also started by a positive trigger applied to the suppressor grid and turns itself off automatically like the screen coupled circuit. The output can be taken from either the screen or cathode, or both. The screen output is a positive gate, and the cathode output is a negative gate.

In this circuit, tube V1 is the basic phantastron, with diode V3 operating to control the plate voltage level and determine the duration of the output gate. To minimize overshoot on the control grid, cathode, and screen grid (positive on the control grid and cathode, negative on the screen grid), diode V2 is connected between R1 and R2 on a voltage divider network consisting of R1, R2, and R3. (The voltage on the cathode of V2 is normally 1 or 2 volts less than the cathode voltage of V1.) Note that no negative supply is needed to bias the suppressor grid. Cathode bias is used, and the suppressor is held at a lower positive potential than the cathode; thus, it is effectively biased negative with respect to the cathode, cutting off plate current. The screen grid is drawing current, which produces a positive voltage on the cathode.

When a positive input trigger appears across R3, it is applied to the suppressor grid. This trigger is prevented from affecting the control grid by automatically reverse biasing diode V2. The control grid is normally biased near zero, being held by diode V2 at a potential determined by the voltage divider (R1, R2, and R3) connected between \( E_{bb} \) and ground, and the cathode is positive with respect to the control grid by approximately 1 or 2 volts.

When the trigger is applied, it overcomes the bias between the suppressor grid and cathode, and plate current flows. The decrease in plate voltage, due to the flow of plate current, is fed back to the control grid through capacitor C, causing the tube current to decrease and the cathode voltage to drop. This drop in cathode voltage further decreases the bias between the suppressor grid and cathode, and plate current increases further. Since the total tube current is decreasing and the plate current is increasing, the screen grid current must decrease. This action is regenerative, and plate current will jump from zero to a value determined by the tube characteristics. (Note that the bias between the cathode and suppressor grid is decreasing, which is regenerative, causing the plate current to increase. The bias between the cathode and control grid is increasing. This action is degenerative, which decreases the total tube current. Therefore, there must be a point where these two effects are equal and the current will stabilize for an instant.)

At this instant there is no further change in plate voltage, and the control grid voltage increases in the positive direction at a rate determined by C and R5, since it is returned to \( E_{bb} \) through resistor R5. This causes the plate current to increase. As the plate current increases, the plate voltage decreases, and this negative change is coupled through C to the control grid. It can be seen that this signal is degenerative, and prevents the plate current from increasing rapidly. This action continues, providing a linear sweep until the plate voltage drops to a level at which it can no longer cause an increase in plate current. At this time, degenerative feedback to the control grid stops, and the grid will go in a positive direction more quickly. This causes an increase in the total tube current, and thus an increase in cathode voltage, an increase in the
cathode to suppressor grid bias, and a decrease in plate current. With the total tube current increasing and the plate current decreasing, the screen grid current must be increasing. It can be seen that the action taking place is regenerative, as the control grid to go positive, causing the control grid to go positive, and the plate current will go rapidly to cutoff, leaving the tube in its pretriggered condition. The positive swing in the grid is limited by diode V2. Before the circuit is ready for the next cycle of operation, capacitor C must recharge through R3, R2, V2, and R4.

As stated previously, when the phantastron is triggered there is a large drop in the screen grid current. This produces a positive waveform on the screen grid with a steep leading edge. As the tube current gradually increases, producing the linear sweep in the plate circuit, the screen grid current increases in the same manner, but by a smaller amount, in proportion to the plate current. The screen grid waveform will therefore decrease linearly by a small amount until plate current cutoff (described previously) is reached. At plate current cutoff, the screen grid current increases abruptly, causing a steep trailing edge. Negative overshoots at the trailing edge of the waveform will be limited by the action of diode V2.

The resultant waveform across the cathode resistor can be visualized from the previous description of tube operation, by taking into account the changes in the total tube current. This waveform will be a negative gate with steep leading and trailing edges and with the flat portion falling off in amplitude at a linear rate. Any positive overshoot at the trailing edge will be limited by diode V2. R1 is variable, and is connected to the plate of V1 through diode V3, thereby setting the level of plate voltage at which the phantastron begins its action (when triggered). It can be seen that this will determine the amplitude and thus the duration of the plate waveform. R1 is usually an external control to vary the width or delay.

In contrast to the screen coupled phantastron, the cathode coupled phantastron has a smaller range of operation. The maximum plate amplitude swing of V1 is limited by the value of the cathode resistor, in that bottoming of the plate voltage occurs at a more positive potential than in the case of the screen coupled phantastron.

**ASTABLE MULTIVIBRATORS**

Astable multivibrators have two unstable states between which the circuit makes successive transitions without the necessity of external triggering. This is possible as the active devices conduct and are cut off for intervals of time determined by circuit constants. These circuits are commonly called FREE RUNNING MULTIVIBRATORS since there is no requirement for trigger signals. Astable circuits may be used to generate square or rectangular waves. Although there are various types of free running multivibrators, this treatment of the subject covers emitter/cathode coupled and collector/plate coupled types.

**EMITTER/CATHODE COUPLED ASTABLE MULTIVIBRATOR**

The emitter/cathode coupled astable multivibrator has two unstable states so that it continues to switch states even with the absence of trigger pulses.

The active devices in figure 3-17 may be either transistors or tubes. NPN transistors or tubes may be used with the voltage polarities shown. PNP transistors can be used by reversing voltage polarities.

The amplifying devices (A1 and A2) are of the same type. Capacitor C1 provides the coupling from the collector/plate of A1 to the base/grid of A2. R1 and R4 are the base/grid resistors of A1 and A2, respectively; R2 and R5 are the collector/plate load resistors. R3 is the common emitter/cathode resistor providing bias for both devices, as well as direct coupling from A2 to A1. The resistors labeled RBiAs provide the required forward bias in the solid-state version. Unless it is otherwise specifically designated, all voltages referenced in these descriptions are measured with respect to ground.

**Charge and Discharge Paths**

C1 and R4 form an RC network which establishes the time constant in the base/grid circuit of A2. The initial charge path for C1 is (as shown in fig. 3-18A) from ground, through R3, through the emitter/cathode to base/grid conduction resistance of A2, through C1, and then through R2 to the +V supply. A small portion of the charge current flows through R4, but it is almost negligible compared to the current flow through R3 and the input resistance of A2. Actually R2 is the resistor which, primarily, determines charge time. Figure 3-18B depicts the discharge path for C1 to be through R4, R3, the low conduction resistance of A1's emitter/cathode to collector/plate, and to the other side of C1. The charge time constant and the cutoff level of A1 determine the length of time...
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Figure 3-17.—Emitter/cathode coupled astable multivibrator.

Figure 3-18.—Charge and discharge paths for C1 in emitter/cathode coupled astable multivibrator.
that A1 is cut off. The discharge time constant and the cutoff level of A2 control A2's cutoff time. If the time constants for charge and discharge are equal, a symmetrical square-wave output is produced by the circuit. Differing time constants result in an asymmetrical, or unsymmetrical, rectangular output wave. Although the conduction resistances of A1 and R3 are in the discharge path, their resistance is small compared with that of R4, and may be neglected in discharge time constant calculations in this treatment.

Operation

The circuit operation of figure 3-17 will now be analyzed with the aid of the waveforms illustrated in figure 3-19. When voltage is first applied, the base/grid potentials of both devices are such that collector/plate current begins to flow through R2 and R5. Voltage applied to the collector/plate of A1 (eA1-3) causes C1 to begin to charge along the path previously outlined in figure 3-18A. As C1 charges, the base/grid voltage of A2 (eA2-2) becomes more positive. Since there is no coupling capacitor from the collector/plate of A2 to the base/grid of A1, A2's collector/plate voltage (eA2-3) has no effect on the conduction of A1. The collector/plate current of A2 flowing through R3 makes the voltage at the top of R3 (eA1-1/eA2-1) positive with respect to ground. This voltage is of sufficient amplitude to cut off A1 and still permit A2 to conduct, since at this time the base/grid of A1 is at a lower positive potential than the base/grid of A2 (eA2-2). Thus, the initial conditions of circuit operation at time t₀ are established; that is, A2 is conducting and A1 is cut off.

Note that the base/grid of A2 (eA2-2) is driven positive enough to cause heavy conduction through A2. At this instant, the collector/plate voltage of A2 (eA2-3) decreases as a result of collector/plate current through R5. Also, the same current flowing through common-emitter/cathode resistor R3, produces a positive voltage (eA1-1) which provides a bias sufficient to cut off A1. In this cutoff condition, A1's collector/plate voltage (eA1-3) rises toward +V. The positive going voltage at the collector/plate of A1 is instantaneously coupled through capacitor C1 to the base/grid of A2, driving this base/grid still further positive (eA2-2). All of the action described is instantaneous and cumulative, so that the high positive potential on the base/grid of A2 causes this device to conduct heavily while A1 is cut off.

Figure 3-19.—Waveforms for emitter/cathode coupled astable multivibrator.
rest of this discussion assumes A1 proceeding toward cutoff and A2 conducting at t0.

Since A2 is conducting at t0, its collector/plate voltage (e_{A2-3}) drops. With A1 cutoff, its collector/plate is near +V, and C1 charges toward this value. The waveform at the collector/plate of A1 (e_{A1-1}) is rounded off, and the waveform at the base/grid of A2 (e_{A2-2}) has a positive spike of the same duration. Both result from the charging of C1.

As C1 charges, the potential at the base/grid of V2 (e_{A2-2}) decreases. This is illustrated during time interval t0 to t1. The decreasing base/grid voltage causes a reduction in the collector/plate current of A2, which results in a decreasing voltage drop across R3. This action continues until the voltage drop across R3 (e_{A1-1}) decreases to the level where A1 is no longer held below cutoff. At this time, t1, A1 conducts and rapidly cuts A2 off because the large negative going signal at its collector/plate is coupled through C1 to the base/grid of A2. Thus, the first switching action occurs; that is, A2 is cut off and A1 is conducting.

When A1 is conducting, C1 discharges through R4, R3, and the collector/plate resistance of A1 as shown in figure 3-18B. The base/grid voltage of A2 approaches cutoff from below as C1 discharges; this is illustrated by the base/grid voltage waveform of A2 during time of interval t1 to t2. At t2 the base/grid voltage of A2 just reaches the cutoff level, permitting A2 to conduct. An important concept to remember at this point is that (NPN) transistors require a positive base voltage, with respect to the emitter, to emerge from cutoff. However an electron tube may begin conducting while the grid is still negative with respect to the cathode. In the circuit shown the emitter/cathode is always positive with respect to ground. Therefore, waveform e_{A2-2} of figure 3-19 shows cutoff for the transistor to be above the zero volt base potential with respect to ground, while for the electron tube, cutoff is shown below the zero volt level on the grid with respect to ground.

When the collector/plate current of A2 increases, the voltage across R3 (e_{A1-1}) also increases; this takes A1 toward cutoff and thereby reduces the conduction of A1. The decreasing collector/plate current of A1 produces a positive going signal across its load resistor, R2, which, in turn is coupled through C1 to the base/grid of A2, causing this base/grid to become highly positive. Thus, the second switching action occurs and the cycle is complete as the initial conditions once again are reached; that is, A2 is conducting and A1 is cut off.

The multivibrator just discussed is considered to be a symmetrical type; the periods for conduction and cutoff of the devices are identical. An asymmetrical, or unbalanced, output may be obtained by adjusting the size of R3 (emitter/cathode resistor). This effect is achieved since it is the voltage across R3 that determines when A1 begins conduction. A variation of this emitter/cathode coupled circuit uses separate emitter/cathode resistors, with A2 coupled to A1 by capacitor coupling rather than direct coupling.

FREE-RUNNING COLLECTOR/PLATE COUPLED MULTIVIBRATOR

The basic free-running collector/plate coupled multivibrator circuit, shown in figure 3-20, is a simple two stage resistance coupled amplifier, with the output of the second state coupled back into the input of the first stage. Since each stage inverts the signal, a voltage change occurring at the base/grid of either device will be amplified, inverted, and coupled to the base/grid of the other, where it will again be amplified, reinverted, and coupled back in phase to the base/grid from which it originated.

Operation

When collector/plate potential is applied, both active devices begin to conduct, and capacitors C1 and C2 begin to charge with the polarities shown. Initially the collector/plate currents of the active devices are nearly equal, however, there is always a slight difference in the circuits which results in an unbalanced condition. This unbalanced condition causes one device to begin conducting more heavily than the other. This unequal condition brings about a cumulative or regenerative switching action, which, in this example, is assumed to end with A1 conducting and A2 cut off. Although described as if it occurred slowly, this switching occurs with extreme rapidity (in much less than a microsecond in a well designed multivibrator). This action is followed by a relatively long period in which the stages are quiescent. During this interval one capacitor charges and the other capacitor discharges.

Assume that initially the collector/plate current of A1 begins to rise more rapidly than the collector/plate current of A2. The collector/plate voltage of A1 will begin to decrease (because of the increased drop across R3). As A1's collector/plate voltage decreases, C2 will begin to discharge. The discharge path, as shown in figure 3-21, will be from the negative terminal of C2,
NOTE:
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Figure 3-20.—Free-running collector/plate coupled multivibrator schematic.

through R2, A1, and back to the positive terminal of C2. This discharge will cause a negative potential to be applied to the base/grid of A2 which will, in turn, cause a decrease in the current of A2 and an increase in its collector/plate voltage. An increase in the positive potential at the collector/plate of A2 will cause C1 to increase its charge. The charge path for C1, as shown in figure 3-22, will include R4, the +V supply, and the base/grid to emitter/cathode resistance of A1 in parallel with R1; and will thereby increase the current of A1. This action is cumulative and will result in cutting off A2.

The circuit is now in one of its two stable states of operation, and will remain so as long as A2 is in a cutoff condition. The negative potential at the base/grid of A2 will decrease towards the cutoff value at an exponential rate as C2 discharges. At the instant the cutoff value of A2 is reached and it begins to conduct, the actions just discussed will be reversed, and switching will result in the circuit changing to its second stable state of operation. During this state of operation, A1 will be cut off and A2 will be conducting, C1 will be discharging through R1 and A2; and C2 will be charging, its path being the parallel combination of R2 and the base/grid to emitter/cathode resistance of A2, R3, and the +V supply.

Waveform Analysis

For the purpose of discussion, it is assumed that the circuit has been operating and at time $t_1$ in figure 3-23, the switch from one operating
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Figure 3-23.—Collector/plate coupled multivibrator waveforms.

State to the other has just occurred. At \( t_1 \), \( A_2 \) is conducting. The charging current of \( C_2 \) through the parallel combination of \( R_2 \) and the base/grid to emitter/cathode resistance of \( A_2 \) causes the base/grid voltage \( (e_{A_2-2}) \) to go above cutoff.

Since a capacitor (in a circuit containing resistance) cannot instantaneously change its voltage, the entire change on \( A_2 \)'s collector/plate is coupled through \( C_1 \) to the base/grid of \( A_1 \) causing a large negative level \( (e_{A_1-2}) \). Although this negative on the base/grid of \( A_1 \) causes the active device to cut off, its collector/plate voltage \( (e_{A_1-3}) \) does not rise instantly to \(+V\) because the charging current of \( C_2 \) causes a voltage drop across \( R_3 \).

Due to the relatively low value of resistance in its charge path, the charging time constant of \( C_2 \) will be fairly short. Time \( t_1 \) to time \( t_2 \) in figure 3-23 represents \( C_2 \) charge time. As \( C_2 \) assumes its charge, \( A_2 \)'s base/grid voltage \( (e_{A_2-2}) \) decreases, as shown between \( t_1 \) and \( t_2 \). During this time, the exponential decrease of \( C_2 \)'s charge current causes less voltage drop across \( R_3 \) and thereby, raises \( A_1 \)'s collector/plate voltage until (at some time between \( t_1 \) and \( t_2 \)) it equals \(+V\). Notice that, during the period \( t_1 \) to \( t_2 \), \( A_2 \)'s collector/plate voltage also increases. This is caused by the fact that, as the base/grid voltage, \( e_{A_2-2} \), decreases, the collector/plate current decreases. From the instant switching occurred the base/grid voltage of \( A_1 \) \( (e_{A_1-2}) \) begins increasing towards the cutoff value. The relatively large resistance in the discharge path causes the discharge time constant to be fairly long.

From \( t_2 \) until \( t_3 \) the only change taking place in the circuit is that of the grid voltage \( e_{A_1-2} \), with the other voltages remaining in a quiescent state. When \( C_1 \) has been discharging for a time, \( A_1 \) will
come out of cutoff. At the instant the base/grid voltage $e_{A1-2}$ equals the cutoff threshold ($t_3$), $A1$ will begin to conduct and the switching action of the circuit will be initiated. It is seen by the nearly vertical lines on the waveforms at $t_3$ that the switching action is practically instantaneous. However, in the following discussion this instant will be expanded to ensure a more thorough understanding of the action. In order to accomplish this expansion, the action of the circuit will be halted immediately after cutoff is attained.

Just previous to $t_3$ the circuit conditions are as follows:

- The base/grid voltage of $A1$ ($e_{A1-2}$) is at cutoff.
- The collector/plate voltage of $A2$ ($e_{A2-3}$) is very low.
- The base/grid voltage of $A2$ ($e_{A2-2}$) is way below cutoff.
- The collector/plate voltage of $A1$ ($e_{A1-3}$) is equal to $+V$.

The action of the circuit will now be examined when the base/grid of $A1$ is slightly above cutoff. This base/grid level will cause a very small collector/plate current to flow. This small current will cause a small drop across $R3$, which in turn lowers $A1$'s collector/plate voltage by the same amount. This change in $A1$'s collector/plate voltage is coupled through $C2$ to $R2$, causing a negative voltage at the base/grid of $A2$. If an amplification of 10 is assumed for the device in this circuit, the change at the base/grid will cause 10 times this voltage change in $A2$'s collector/plate voltage. The increase in $A2$'s collector/plate voltage will cause $C1$ to draw a small charging current up through $R1$.

The change in $A2$'s collector/plate voltage also appears on $A1$'s base/grid. This means that $A1$'s base/grid goes instantly from cutoff to a positive voltage. Due to amplification, this base/grid voltage change will appear at $A1$'s collector/plate as a larger change. This is a regenerative feedback action and will continue with the collector/plate voltage change being coupled to $A2$'s base/grid, driving it into cutoff.

Due to this regenerative action, it can be seen that even the slightest change in the state (non-conduction to conducting) of the cutoff device will result in an almost instantaneous switching of the circuit. The circuit is now in its second condition of operation, with $A1$ in conduction and $A2$ cut off.

The action of the circuit from $t_3$ to $t_4$ is the same as that described for $t_1$ to $t_2$, except the role of the components is reversed (where $C1$ was discharging it is now charging, etc.). The action of the circuit between $t_4$ and $t_5$ is the same as that described between $t_2$ and $t_3$. At $t_5$ the voltage at the base/grid of $A2$ reaches cutoff, and switching is again initiated. Thus, time one to time five represents one complete cycle of operation. The output from this circuit may be taken from either collector/plate, although the base/grid waveform is sometimes useful.

### Changing Parameters

The effects on circuit operation of increasing the value of various components are shown by the waveforms in figure 3-24. Part A of the illustration shows the normal waveforms of the circuit when all comparable components are equal in value. Part B shows the waveforms of the circuit when the value of $R3$, collector/plate load resistor of $A1$, is increased. The time of one complete cycle is longer, since the duration of the first alternation of all the waveforms in part B is longer than the first alternation of the normal waveform. Due to the increased resistance of $R3$ the collector/plate voltage of $A1$ will experience a larger change. Thus, the amplitude of $e_{A1-3}$ will be increased. The duration of the first alternation is longer than the second alternation, an indication that $A1$ is conducting for a longer period of time than it is cut off. Notice the increase in the rounding of the leading edge, caused by the increased charging time of $C2$. The long duration of the first alternation of $e_{A2-3}$ indicates that the base/grid of $A2$ ($e_{A2-2}$) is driven further into cutoff than the base/grid of $A1$ ($e_{A1-2}$) due to the larger change at the collector/plate of $A1$. Therefore, $C2$ will discharge for a longer period of time until the base/grid voltage reaches the cutoff value of the device, thereby holding $A2$ cut off longer than $A1$. Since the sum of the two alternations is now longer than for normal operation, the frequency of the circuit will be decreased.

Part C of figure 3-24 illustrates the waveforms observed when $R1$, the base/grid resistor of $A1$, is increased. All other components have the same value as the normal circuit. The first alternation of the waveform has the same duration as the normal waveform. However, increasing $R1$ has lengthened the duration of the second alternation considerably. The collector/plate voltage waveform, $e_{A1-3}$, indicates that $A1$ is cutoff for a much longer period of time than it is in conduction. Waveform $e_{A2-3}$ indicates that $A2$ is conducting for a longer period of time than it is cut off. Notice the increased rounding of the leading edge due to the increased charging time of $C1$. 
Increasing R1 increases the discharge time constant of C1, thereby applying a cutoff potential to the base/grid of A1 for a longer period of time (as shown by the eA1-2 waveform). Since one alternation is longer than normal, the complete cycle will encompass a longer period of time. Thus, the frequency of operation will be lower than normal.

Part D of figure 3-24 shows the waveforms observed when the value of coupling capacitor C1 is increased. The effect of a larger capacitance is to increase the RC discharge time constant, with the same results as were obtained when the resistance was increased. Thus, the waveforms in part D will be the same as the waveforms in part C, and the same explanation applies.

Frequency Stability

The frequency stability of a free-running multivibrator is rather poor. In order to achieve a better understanding of the manner in which supply voltage and component value variations affect the frequency stability, figure 3-25 will be used with the following text.

Part A of the figure shows the effects of a decrease in the value of either the base/grid resistor or the coupling capacitor on the frequency of operation. The heavy line shows the desired base/grid voltage waveform. Notice that the base/grid voltage approaches the cutoff value.
of the device at a very shallow angle. At time $t_3$ it reaches the cutoff value and switching occurs. Due to the shallow angle of approach, slight variations in the RC discharge time can cause the cutoff value to be reached at some time other than the desired time. For instance, if the value of the base/grid resistor or coupling capacitor decreases for some reason, the RC discharge time will be decreased. The light line in figure 3-25A shows the waveform with the RC discharge time slightly decreased. Notice that even the slight decrease in the RC time will cause the cutoff value to be reached at time $t_2$ rather than time $t_3$. The dotted line shows the waveform for a slight increase in the RC discharge time. This will cause the cutoff value to be reached at time $t_4$ rather than time $t_3$. Thus, a slight variation in the RC time will cause a relatively large variation in the duration of the alternation, resulting in poor frequency stability.

Part B of figure 3-25 shows the effect of a varying supply voltage on the frequency of a free-running multivibrator. The heavy line represents the desired waveform and $t_1$ to $t_3$ is the desired duration of the alternation. A decrease in the supply voltage will cause a lower change on the coupling capacitor and a smaller change in collector/plate voltage coupled to the opposite base/grid. This results in the base/grid being driven less negative during cutoff (shown by the light line in figure 3-25B). The coupling capacitor will then discharge for a shorter period of time before reaching the cutoff value ($t_1$ to $t_2$). The cutoff value will also decrease a slight amount, but this will not change the operation a significant amount.

Increasing the supply voltage will cause a larger charge of the coupling capacitor and a larger change in collector/plate voltage during switching. This will result in the base/grid being driven further negative and a longer period of discharge before the base/grid voltage reaches cutoff. This condition is shown by the dotted line in figure 3-25B. The cutoff value will be increased slightly in this case, but again will not significantly affect the operation. Increasing the supply voltage will increase the duration of the cutoff alternation, and thereby decrease the frequency of operation. The shallow angle or approach to cutoff will result in a slight change in supply voltage causing a relatively large change in frequency.

Synchronization

The various multivibrator circuits find extensive use in radar and test equipment. However, due to the poor frequency stability of free-running multivibrators, emitter/cathode coupled or collector/plate coupled types are seldom used in this mode of operation. They are usually synchronized with another more stable frequency which forces the period of multivibrator oscillation to be some function of the synchronizing frequency.

Sharp pulses are generally used for synchronizing purposes, although waveforms of almost any shape could be used. After several time constants, the discharge slope of a capacitor is not very steep. Therefore slight circuit differences from cycle to cycle significantly affect the time duration of a waveform and its reciprocal, frequency. Figure 3-26A shows the waveform on the emitter/cathode of an emitter/cathode coupled multivibrator. It should be recalled that at points A and B, A1 of figure 3-20 switches into conduction and A2 cuts off. Note the shallow angle of approach to the switching points and visualize how a significant time period occurs for only a very small change in voltage. Figure 3-26B shows A1's base/grid waveform of the collector/plate coupled multivibrator. Again the small rate of change characteristic is prevalent near the switching point. Now, if a synchronizing pulse were applied before transition occurs, so that the pulse caused the circuit to change states, frequency of operation would be determined by the synchronizing signal. The synchronization frequency is always higher than the free-run frequency. The free-running base/grid waveform shown in figure 3-27A is driven by the pulses shown at B. This results in the transition and duration of the first alternation being determined by the pulse rate. Figure 3-27C shows waveform A after it is synchronized.

![Figure 3-26](https://example.com/figure3-26.png)
The synchronizing frequency may be at a harmonic of the desired stabilization frequency. Figure 3-28 shows how the first nine pulses are of insufficient amplitude or polarity to bring about transition. The first five pulses are of the opposite polarity required to switch the device in the condition it is in at this time, so no effect will occur. Pulses occurring at \( t_5 \) through \( t_9 \) are of insufficient amplitude to switch the device out of cutoff. At \( t_{10} \), the polarity is correct for the condition of the device at this time and it is of sufficient amplitude to bring the device out of cutoff (i.e., the capacitor in the circuit has discharged to a level close to the cutoff potential and the additional trigger amplitude is enough to reach above cutoff).

Synchronizing pulses may be applied to any element of the switching device. However, pulses applied to collectors/plates will be of higher amplitude, in general, than those applied to other elements. A common sync application of the emitter/cathode coupled multivibrator is to the free or unused base/grid. Since there are no other transient voltages present at this element, this multivibrator circuit lends itself especially well to synchronization. For this reason many applications which formerly used other types of astable multivibrators, and consequently high values of sync voltages, now use the emitter/cathode coupled circuit. The polarity of a trigger is determined by the element on which it is to be applied and whether it is used to switch on or to switch off the device to which it is applied.
CHAPTER 4
PULSE FORMING AND PULSE SHAPING CIRCUITS—PART III

Continuing the discussion of pulse forming and pulse shaping circuits this chapter covers sawtooth generators, blocking oscillators, counters, and coincidence circuits.

SAWTOOTH GENERATORS

Ideally, the sawtooth waveform consists of a voltage which increases linearly with time until it reaches a predetermined final value, instantaneously returns to zero, and immediately increases again as the cycle repeats. One application of this waveform is to produce a linear time base for use in oscilloscopes. Since, in this application, the sawtooth waveform causes an electron beam to sweep across the oscilloscope screen it is also called a SWEEP VOLTAGE.

All linear voltage sweep circuits operate in a similar manner. A capacitor is allowed to charge through a high resistance until a predetermined voltage is reached. At that point a low resistance discharge path is provided and the capacitor is rapidly discharged. At some point in the capacitor discharge time, the discharge path is opened and the cycle is repeated. Variations in sweep circuits are produced by varying the values of the elements controlling the time of charge and discharge.

A basic sweep or sawtooth generating circuit is illustrated in figure 4-1. When the switch is placed in position 1 the capacitor charges through R1 toward $E_{bb}$ (fig. 4-1A). When the voltage across the capacitor reaches some predetermined value, $E_{max}$, the switch is thrown to position 2, discharging the capacitor through R2. Upon reaching a predetermined minimum value, $E_{min}$ (fig. 4-1B), the switch is returned to position 1 and the cycle repeats. Although, in the basic circuit of figure 4-1 the capacitor could have been discharged to an $E_{min}$ of zero volts, it will be found that in a practical circuit this is not done.

Before considering more practical sweep circuits a closer examination of the circuit and waveforms of figure 4-1 is in order. Note that what is being generated is a portion of an exponential charging curve. To achieve an essentially linear sweep, operation must be restricted to no more than the first ten percent of the total exponential charge curve. This portion of the curve, as shown in figure 4-1B, is nearly linear. The smaller the percentage of the total charging curve used, the better the linearity. Thus, $E_{bb}$ must be made much greater than the desired output voltage swing ($E_{max} - E_{min}$) to ensure good linearity. Also, note that the retrace time of the sawtooth ($t_2$) is a function of the resistance of R2. Reducing R2 to a small enough value will cause the retrace time to be insignificant.

If the mechanical switch of figure 4-1A is replaced by a device which automatically performs the switching function a practical sawtooth generator results. One device which is used to fulfill the function of an automatic switch is a Shockley diode.

The Shockley diode is a four layer semiconductor device which blocks forward current flow until a specific value of potential is applied between its anode and cathode. This potential, positive on the anode with respect to the cathode, is called the BREAKOVER VOLTAGE. Once the breakover voltage is reached, the diode will continue to conduct until its anode voltage is decreased below a specific minimum voltage, called the DIODE TURN OFF VOLTAGE. Once the anode voltage has been decreased below the diode turn off voltage, the diode will not conduct until the anode voltage is again raised to the breakover voltage.

A pictorial diagram, schematic symbol, and equivalent transistor circuit of a Shockley diode are illustrated in figure 4-2. P1, N1, and P2 (fig. 4-2A) form the equivalent of one transistor, while N1, P2, and N2 form a second equivalent transistor. The mechanism of operation of the Shockley diode is reverse breakdown of junction 2 ($J_2$, fig. 4-2A).
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SHOCKLEY DIODE SAWTOOTH GENERATOR

Figure 4-3 illustrates a Shockley diode sawtooth generator. At the instant S1 (fig. 4-3A) is closed, the voltage across the parallel combination of D1 and C1 is zero. Hence, D1 is cut off and acting as an open switch. C1 now begins to charge through R1 toward Ebb (solid arrows fig. 4-3A). When the potential across C1 reaches the breakover voltage ($V_{BO}$) of D1 (fig. 4-3B), it causes D1 to conduct, thereby providing a discharge path for C1 (dotted arrows fig. 4-3A). D1 will continue to conduct until the potential across C1 drops below the turn off voltage ($V_{TO}$) of D1. When D1 cuts off, C1 again charges through R1 toward Ebb, and the cycle repeats.

The output frequency of a Shockley diode sweep generator is primarily dependent upon the breakover and turn off voltages of the diode used, upon the value of the RC combination (i.e., RC time constant), and the value of source voltage. An increase in $V_{BO}$ causes a decrease in output frequency. This is depicted in figure 4-4. Note also, that this causes an increase in output amplitude and a decrease in waveform linearity. The decrease in linearity occurs because the output represents a greater percentage of the total charging curve. A decrease in $V_{BO}$ has the opposite effects. $V_{BO}$ may be changed only by inserting a different diode into the circuit.

If either the resistance or capacitance is increased the charge time of the capacitor is increased (so, to a lesser degree, is the discharge...
time). This means that it will take the capacitor a longer time to charge to $V_{BO}$, resulting in a lower operating frequency. This is depicted in figure 4-5. Note that a change in RC time does not affect linearity or amplitude. The same percentage of the charging curve is used in both instances. A decrease in RC time has the opposite effect on frequency.

An increase in source voltage will cause an increase in output frequency. This is due to the capacitor charging more rapidly in its attempt to reach a higher source voltage in the same amount of time (RC time constant is unchanged). Figure 4-6 depicts this action. Although output amplitude is unchanged, linearity is improved since the output represents a smaller percentage of the total. A decrease in source voltage has the opposite effects.

In a practical circuit, source voltage and the type of diode are not variable. Only the resistance and capacitance may be varied to accomplish a change in frequency. Figure 4-7 illustrates such a circuit. Coarse frequency control is achieved by switching in the desired value of capacitance. Fine frequency control is obtained by varying $R_2$. $R_1$ sets a minimum value of resistance in the capacitor charge path.

A cold cathode gas filled voltage regulator (VR) tube may be used in place of the Shockley diode. Circuit operation and factors affecting the operation of both circuits are identical. Only the amplitude of potentials and the mechanism of operation of the VR tube differ from the Shockley diode circuit. The mechanism of operation of a cold cathode gas filled VR tube has been discussed previously and will not be covered here. Figure 4-8 illustrates a cold cathode gas filled VR tube sawtooth generator.
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One disadvantage of the Shockley diode sawtooth generator is that the output amplitude is fixed for any particular circuit. This disadvantage may be overcome with the use of silicon controlled rectifier (SCR).

The SCR is similar in construction and operation to the Shockley diode. However, the SCR has a gate terminal connected as shown in figure 4-9. The potential on the gate with respect to the cathode determines the breakover (breakdown) potential of the SCR ($V_{BO}$). If the potential on the gate is made positive with respect to the cathode, the required breakover potential is decreased. The more positive the gate to cathode voltage the smaller the required $V_{BO}$. Of course, if the gate potential is made too large the device may be destroyed. Once $V_{BO}$ is reached and while the SCR conducts heavily, the gate has no further control of the SCR conduction. The gate regains control when the anode voltage is decreased to $V_{TO}$.

Figure 4-10 illustrates an SCR sawtooth generator. The operation and factors affecting the operation of this circuit and the Shockley diode sawtooth generator, are identical, with one exception. In the SCR circuit the amplitude of output voltage.
Figure 4-10.—SCR sawtooth generator.

Figure 4-11.—Effects of an increase in gate potential.

may be controlled by the gate to cathode potential.

Figure 4-11 depicts the effects of a change in gate to cathode potential on the output. \( V_{BO1} \) results from a particular setting of the wiper arm or \( R_2 \) in figure 4-10. If the wiper arm is moved downward, making the gate less positive with respect to the cathode, the breakover voltage is raised to \( V_{BO2} \). Note that this results in a decreased frequency and linearity, as well as an increase in amplitude. Making the gate more positive with respect to the cathode would have an opposite effect.

The SCR sawtooth generator may be synchronized by positive pulses applied between gate and cathode (fig. 4-12A). To accomplish this, the free-running frequency of the generator is set slightly lower than the desired output frequency. The synchronizing pulses will occur at the desired frequency or at an integral multiple of the desired frequency and cause the circuit to operate at the desired frequency.

The positive sync pulses cause an instantaneous reduction of \( V_{BO} \) and allow the SCR to conduct slightly sooner than it would if it were free-running. The dotted lines (fig. 4-12B) indicate the free-running waveform. The solid lines indicate the synchronized output. Note that in the case of the waveform synchronized by the third harmonic of the desired frequency, only every third pulse finds the anode voltage of sufficient amplitude to cause breakover. The capability of the SCR sweep generator to be synchronized is another advantage of this circuit over the Shockley diode sweep generator.

THYRATRON SAWTOOTH GENERATOR

The electron tube equivalent of the SCR sawtooth generator is the thyratron sawtooth generator. The thyratron is a gas filled triode whose operation is similar to that of the gas filled diode, with two exceptions. The thyratron utilizes a heated cathode. Also, the ionizing potential of the thyratron is determined by the difference of potential between its control grid and cathode. The more negative the control grid with respect to the cathode the higher the required plate to cathode ionizing potential. As in the SCR, the control grid has no further control over tube conduction once the tube ionizes. It regains control when the tube deionizes.

Figure 4-13 illustrates a thyratron sawtooth generator circuit. Making the grid of the thyratron more negative with respect to its cathode corresponds to making the gate of an SCR less positive with respect to its cathode. This is true because both actions increase the potential required on the anode/plate with respect to the cathode to cause the device to conduct heavily. The effects attending the changes in gate or control grid potential are identical in both circuits. Naturally, making the control grid of the thyratron less negative with respect to its cathode corresponds to making the gate of the SCR more positive with respect to its cathode.

Synchronization of the thyratron sawtooth generator is identical to that of the SCR sawtooth generator. That is, it is accomplished by applying positive pulses between the control grid and cathode.
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Figure 4-12.—Synchronization of an SCR sawtooth generator.

Figure 4-13.—Thyratron sawtooth generator.

TRANSISTOR/ELECTRON TUBE SAWTOOTH GENERATOR

Figure 4-14A depicts a transistor/electron tube sawtooth generator circuit. The operation of this circuit differs from that of the circuits previously discussed in that an input gate, or pulse, is required in order to produce an output. It is, therefore, more properly termed a WAVE SHAPING CIRCUIT than an oscillator or generator.

The operation of the circuit of figure 4-14A may be understood by referring to the waveforms depicted in figure 4-14B. The polarities used are correct for NPN transistors and electron tubes. The polarities for a PNP transistor circuit would be opposite to those depicted.

With no input signal applied, A1 is conducting heavily, and its collector/plate voltage is therefore very low. C2 (fig. 4-14A) is charged to this low potential. When a negative gate pulse of sufficient amplitude is applied between base/grid and emitter/cathode of A1, A1 cuts off. This causes C2 to charge through R2, toward the source voltage. The RC charge time of C2 is made much longer than the period of the input gate. This means that C2 will charge for only a small portion of its total charge curve, providing good linearity. When the gate voltage returns to zero, A1 again conducts, and C2 discharges through the low conduction resistance of A1 (from emitter/cathode to collector/plate).

The output frequency of this circuit is determined by the frequency of the input. Note that there is a time delay between the end of retrace of one sweep and the beginning of the trace of the next sweep. This delayed sweep is often used in oscilloscopes and radar indicators. The length of delay depends upon the time interval between negative gates. This is depicted in figure 4-15. Note that the width of the input gate has not been changed. Only the time between gates has been changed.

The amplitude of the output waveform is determined by three factors: the value of supply voltage, the RC time constant, and the width of the input
gate. If the value of the supply voltage is increased, the output amplitude will increase (all other variables held constant). This is depicted in figure 4-16. Note that although the amplitude of output is increased, the percentage of the total charge curve used remains the same. This is due to the fact that the percentage of source voltage increase and the percentage of amplitude increase are equal. Linearity, therefore, remains the same. The increase in amplitude is caused by the increased rate of charge of the capacitor. This increased rate of charge is due to the fact that the capacitor is attempting to charge to a greater supply voltage in the same amount of time. Decreasing the supply voltage would have the opposite effect.

An increase in the charge time constant of $C_2$ (with all other variables held constant) will result in a decrease in output amplitude and an increase in waveform linearity. This is illustrated in figure 4-17. Decreasing the $RC$ charge time constant would have the opposite effects.

If the width of the input gate is increased, the amplitude of the output will increase. Figure 4-18 depicts this action. Note that this also decreases waveform linearity. Decreasing gate width would have the opposite effects.

Usually it is undesirable to have the amplitude change with changes in input gate width. To compensate for such changes, $R_2$ (fig. 4-14A) is usually varied automatically with changes in gate width.

**BLOCKING OSCILLATORS**

A blocking oscillator is an oscillator that conducts for a short period of time and is then cut off (blocked) for a much longer period. This process produces an intermittent sawtooth waveform. Blocking oscillators are usually of the SELF-PULSING or SINGLE-SWING type.
Figure 4-17.—Effects of increasing RC charge time.

Figure 4-18.—Effects of changes in gate width.

SELF-PULSING BLOCKING OSCILLATOR

The self-pulsing blocking oscillator is a modified sinusoidal LC oscillator which generates a predetermined number of cycles of output and then cuts itself off for a predetermined rest time.

Any properly modified sinusoidal LC oscillator may function as a self-pulsing blocking oscillator. A shunt fed Hartley oscillator is used in the following explanation. The voltage polarities, referred to are correct for NPN transistors and electron tubes. For operation with PNP transistors, all polarities would be opposite.

Figure 4-19 depicts a Hartley self-pulsing blocking oscillator. The only difference between the self-pulsing and conventional Hartley oscillator is the size of the base/grid leak bias components, \( C_{b/g} \) and \( R_{b/g} \). (Resistor \( R \) in dotted lines is the base bias resistor necessary when a transistor is used as the amplifying device.) In the self-pulsing blocking oscillator, these components are of much greater electrical size than their counterparts in a conventional oscillator. (For a review of grid-leak bias and LC oscillators refer to the chapter on LC oscillators.)

The build up of oscillations in the self-pulsing blocking oscillator is identical to that action in a conventional oscillator. However, due to the large value of \( C_{b/g} \) the amplitude of oscillations increases much more rapidly than the bias voltage, since \( C_{b/g} \) cannot be charged quickly. Therefore, as shown in figure 4-20, the oscillations reach maximum amplitude \( (t_2) \) before the base/grid bias voltage has been appreciably built up.

After \( t_2 \), base/grid current continues to flow during the positive peaks of the tank voltage, charging \( C_{b/g} \). Therefore, the base/grid waveform is a series of oscillations about an axis which is becoming increasingly more negative. The collector/plate waveform is a series of pulses. The duration and amplitude of these pulses decrease as the bias voltages go further below cutoff.

As the collector/plate current pulses decrease, a time \( (t_3) \) is reached at which the pulses are not of sufficient amplitude to supply the power taken from the oscillator tank by the load. This causes the amplitude of oscillation to decrease. Since the base/grid bias can change only slowly (due to the large values of \( C_{b/g} \) and \( R_{b/g} \)), the decrease of oscillation amplitude causes the conduction period of the amplifying device to become still shorter. Therefore less power is supplied by the amplifying device, and the oscillations damp out. The Q of the tank is such that the oscillations damp out very rapidly once the amplifying device is cut off.

The circuit will remain cut off (blocked) until the charge on \( C_{b/g} \), discharging through \( R_{b/g} \), has diminished sufficiently to allow the amplifying device to conduct. At that point the cycle repeats itself as shown in figure 4-21.

The frequency of the oscillations contained within the output pulse is known as OSCILLATION FREQUENCY. This frequency is determined by the value of inductance and capacitance of the tank. The number of times per second the circuit produces periodic bursts of these RF oscillations is called the PULSE REPEITION FREQUENCY (PRF).
The PRF is mainly determined by the value of \( \frac{C_b}{g} \) and \( \frac{R_b}{g} \). Increasing the value of \( \frac{C_b}{g} \) will increase both the pulse width and rest time since both the charge and discharge time of \( \frac{C_b}{g} \) will be increased. This, in turn will result in a decrease in the PRF. Increasing the value of \( \frac{R_b}{g} \) will increase \( \frac{C_b}{g} \) 's discharge time, resulting in a longer rest time. This also decreases the PRF. However, \( \frac{R_b}{g} \) has no effect on the charge time of \( \frac{C_b}{g} \). Therefore, variations of \( \frac{R_b}{g} \) do not affect the pulsewidth of the output.

SINGLE-SWING BLOCKING OSCILLATOR

The single-swing blocking oscillator generates a very narrow pulse and is often used as a master oscillator in radar systems. Basically, the single-swing blocking oscillator is a sinusoidal oscillator whose free-running period of operation is interrupted by the build-up of a disabling voltage across two of its controlling elements.

The duration of the pulse or spike is in the order of .05 to .25 microseconds. The schematic diagram and output waveform of the single-swing blocking oscillator are illustrated in figure 4-22.

The circuit of the single-swing blocking oscillator consists of \( \frac{R_b}{R_g} \)-base/grid resistor, \( \frac{C_b}{C_g} \)-base/grid coupling capacitor (also called base/grid-leak capacitor), \( T_1 \)-pulse transformer, and \( A_1 \)-amplifying device (transistor/tube). Resistor \( R_x \), the base bias resistor (in dotted lines), is necessary when a transistor is the amplifier device.

Due to the very narrow pulse width involved, special transformers are used, so as not to distort the waveform. These transformers are called PULSE TRANSFORMERS. Pulse transformers have ferromagnetic cores. Their windings are closely coupled and have relatively few turns. \( T_1 \) (fig. 4-22) is a pulse transformer which consists of \( L_1 \) (primary winding), \( L_2 \) (secondary winding), and \( L_3 \) (tertiary or third winding-output winding). The dots shown in \( T_1 \) are called POLARITY or PHASING DOTS. They indicate which leads of the transformer \( T_1 \) have the same instantaneous polarity. For example, when the primary lead number 5 becomes positive then leads 2 and 4 will also be positive with respect to the opposite end of the winding concerned.

Circuit Operation

Assume that \( \frac{C_b}{C_g} \) (fig. 4-22) is discharged and \( A_1 \), the switching device, is an NPN transistor or an electron tube. At the instant (time \( t_0 \)) power supply voltage is applied, \( A_1 \) begins to conduct.

In the transistor circuit, the transistor is forward biased through \( R_b-R_x \) and in the electron tube circuit grid bias is zero.
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The path for collector/plate current is from the negative supply (ground) through A1 and the primary (L1) of the pulse transformer, then back to source (positive).

As collector/plate current flows, it causes the magnetic field about L1 to expand and induces a voltage across windings L2 and L3 of the polarities shown in figure 4-22.

The voltage of L2 is instantaneously felt on the base/grid of A1 due to the coupling action of Cb/Cg. At this time, three other important actions are occurring: (1) A1's conduction is increasing (Ic/Ip is increasing); (2) Output voltage is increasing. Note: Polarity of the output voltage may be either positive or negative depending on which of the tertiary (L3) leads is grounded; and (3) Cb/Cg (base/grid-leak capacitor) is charging.

The charge path of Cb/Cg is from ground, through A1 (emitter to base or cathode to grid), through L2 (acting source) and back to ground. The actions described are cumulative and will continue until the collector/plate current ceases to increase due to the transistor/tube approaching saturation.

At time t1 (fig. 4-23A), collector/plate current ceases to change, collector/plate voltage is minimum, base/grid voltage is maximum, and the magnetic field of the primary no longer induces a voltage into L2 and L3. The coupling capacitor starts to discharge (fig. 4-23B), driving A1 into cutoff (t1 to t2). The magnetic field of the primary winding (L1) collapses since there is no longer a current flow through A1. This collapsing field induces a voltage of opposite polarity across L2 and L3. The voltage developed across L2 is now aiding the voltage of the coupling capacitor and drives A1 far below cutoff (t2 to t3).

The period t2 to t3 is the decay time of the magnetic field, and its effect on the base to ground or grid to ground voltage (v_b/eg waveform) is shown in figure 4-23A. After the magnetic field has collapsed, the coupling capacitor will continue to discharge through Rb/Rg holding the circuit in cutoff as indicated by the waveform between times t3 and t4. At time t4, A1 comes out of cutoff and the cycle is repeated. The combination of Rb/Rg and Cb/Cg determines the rest duration. Increasing Rb/Rg or Cb/Cg increases the rest duration.
Figure 4-22.—Single-swing blocking oscillator and output waveform.

Figure 4-23.—Waveforms and discharge path of \( C_b/C_g \).

Time, and vice versa. Although both of the components can be variable, \( R_b/R_g \) has a greater effect on the circuit operation, and, therefore, is usually made variable while \( C_b/C_g \) is a fixed value. Pulse width of the circuit is mainly determined by the inductance of the pulse transformer as shown in figure 4-24. The circuit will remain in cutoff until the capacitor has discharged to the cutoff value of \( A_1 \). \( A_1 \) will then start conducting and the cycle will be repeated.

The desired output from the single-swing blocking oscillator is a very narrow, high amplitude pulse. Due to interelement capacitances of the transformer, however, damped oscillations
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1. ORIGINAL REST TIME
2. NEW REST TIME

\[
\text{Pulse Width} = T = \frac{L}{R}
\]
WHERE \( L = \text{Inductance of Pulse Transformer} \)
\( R = \text{Resistance of A1} \)

![Figure 4-24.—Effects of varying \( \frac{R_b}{R_g} \) and inductor.](image)

occur and are felt in the output, as shown in figure 4-25. A resistor placed across the output winding will reduce some of the unwanted oscillations. A better method of reducing these undesired oscillations is to connect a damping diode across the output winding.

When the output pulse, as shown in figure 4-26, goes positive it simply reverse biases the diode, so that it has no effect on the output waveform. As the output voltage passes through zero toward the negative direction it forward biases the diode and the diode conducts, effectively short circuiting the output.

**DRIVEN BLOCKING OSCILLATOR**

Stability of the output waveform occurring at a specific time is the prime concern in the output waveform of the driven blocking oscillator. The driven blocking oscillator is simply the basic single-swing blocking oscillator with the addition of a bias network and an input coupling capacitor, as shown in figure 4-27A.

Function of the bias network (R1 and R2) is to keep A1 cut off until triggered. The trigger coupling capacitor passes the trigger signal from the previous stage to the base/grid of A1 and starts the cycle of operation.

For explanation purposes, A1 is considered to be an electron tube to which all proper operating voltages have been supplied. The cutoff voltage for this particular tube is \(-18\) volts (grid with respect to cathode) as shown in figure 4-27B. The voltages across the voltage divider bias networks (R1 and R2) are 30 and 220 volts respectively.

R1 is the cathode bias resistor and its purpose is to develop self bias. In this circuit, however, R2 is in series with R1 and both are connected across the plate supply. Thus, R1 will develop a voltage proportional to its resistance, in this case 30 volts with respect to ground. Bias (measured from grid to cathode) now is also \(-30\) volts.

Since the cutoff voltage of the tube is \(-18\) volts, then the tube will be in a state of non-conduction and the plate voltage at this time will be the same as source voltage. The circuit will remain in this nonconducting state until triggered.

When a trigger of sufficient amplitude to overcome the fixed bias is coupled to the grid, the tube begins to conduct and the operation of the driven blocking oscillator is the same as for
the single-swing blocking oscillator. That is, tube current increases rapidly; the action of the expanding magnetic field charges the coupling capacitor; plate current through the tube ceases to increase; the coupling capacitor begins to discharge and cuts the tube off; the magnetic field about T1 collapses and the cycle of operation has been completed. The circuit will remain in this nonconducting state until triggered again.

RINGING OSCILLATOR

A circuit which also produces periodic oscillations, is the ringing oscillator. This circuit
(fig. 4-28) produces a short series of oscillations each time an input gate is applied. The oscillations are normally used as distance marks in radar indicators.

The ringing oscillator utilizes a parallel-resonant LC tank circuit to produce an output. An active device is used as a switch to gate the oscillations. The frequency of oscillations in the tank is determined by the values of inductance and capacitance in the tank circuit. The pulse repetition frequency is determined by the rate at which the switch is opened and closed. The pulse width is determined by the time lapse between opening and closing the switch.

In the quiescent condition the device is biased by R1 (fig. 4-28) causing A1 to conduct heavily (near saturation). Current flow is from ground through L1 and A1 to source voltage, building up a magnetic field around the inductor. The circuit will remain in the quiescent state, with no output, until the negative gate is applied.

The negative input gate, applied through C1 to the base/grid of A1, instantaneously drives the device into cutoff. A1 will remain cut off for the duration of the input gate. Current flow through A1 ceases, causing the magnetic field around L1 to collapse. The collapsing field induces a voltage in the inductor of a polarity that keeps current flowing in the same direction through the coil. Since A1 is cut off this continuing current charges C2 negative with respect to ground. When the magnetic field has completely collapsed, no further voltage is induced in the inductor, and current flow ceases. Consequently, there is no longer an induced voltage to maintain the charge on C2 and it discharges through L1. The discharge current builds up a magnetic field around L1 which is of opposite polarity to the original field. When C2 is completely discharged current flow attempts to cease, causing the field around L1 to collapse, charging C2 in the opposite direction with respect to ground. This flywheel action continues for the duration of the negative gate.

The tank circuit is designed to have a very high Q (low loss), so that damping of the waveform will be negligible. If the negative gate was sufficiently long, damping of the waveform would occur due to the d.c. losses inherent in the tank. The maximum possible pulse width obtainable from a given oscillator would be determined by the Q of the tank. During normal operation the tank will only oscillate for the duration of the negative gate. The frequency of the RF oscillations in the tank is determined by the values of L and C.

When the negative input gate ceases, A1 will again conduct heavily causing a steady current through L1, preventing tank oscillations. The only output at this time will be a slight positive voltage with respect to ground due to the d.c. resistance of the inductor.

COUNTERS

The positive diode counter circuit is used in timing or counting circuits which depend upon a proportional relationship between the output voltage and the number of input pulses. It may indicate frequency, it may count the r.p.m. of a shaft or other device, or it may register a number of

Figure 4-28.—Ringing oscillator and waveforms.
operations, The diode counter establishes a direct relationship between the input frequency and the average d.c. voltage. As the input frequency increases the output voltage also increases; conversely, as the input frequency decreases the output decreases. In effect, the positive diode counter counts the number of positive input pulses by producing an average d.c. output voltage proportional to the repetition frequency of the input signal. For accurate counting, the pulse repetition frequency must be the only variable parameter in the input signal. Therefore, careful shaping and limiting of the input signal is essential to insure that the pulses are of uniform width, or time duration, and that the amplitude is constant. When properly filtered and smoothed, the d.c. output voltage of the counter may be used to operate a direct reading indicator.

The basic solid-state counter circuit is shown in figure 4-29A. Solid-state and electron tube counters operate sufficiently similar to warrant simultaneous treatment. (To change figure 4-29A to an electron tube circuit, diode tube symbols would be used in place of CR1 and CR2 and would be labeled V1 and V2.)

Capacitor C1 is the input coupling capacitor. Resistor R1 is the load resistor, across which the output voltage is developed. For the purpose of circuit discussion, it is assumed that the input pulses are of constant amplitude and time duration, and that only the pulse repetition frequency changes.

As shown in figure 4-29B, at time $t_0$ the positive going input pulse is applied to C1 and causes the anode of CR2 to go positive. As a result, CR2 conducts and current $i_c$ flows through R1 and CR2 to charge C1. Current $i_c$ develops an output voltage ($e_o$) across R1 as shown.

The initial heavy flow of current produces a large voltage across R1, which tapers off exponentially as C1 charges. The charge on C1 is determined by the time constant of load resistor R1 and the conducting resistance of the diode, in series, times the capacitance of C1. For ease of explanation, it is assumed that C1 is charged to the peak value before $t_1$.

At time $t_1$ the input signal reverses polarity and becomes negative going. Although the charge on the capacitor C1 cannot change instantly, the applied negative voltage is equal to or greater than the charge on C1 so that the anode of CR2 is made negative, and conduction ceases. When CR2 stops conducting, output pulse $e_0$ is at zero, and C1 quickly discharges through CR1 since its cathode is now negative with respect to ground (anode is grounded). Between times $t_1$ and $t_2$ the input pulse is again at zero level, and CR2 remains in a nonconducting state. Since the very short time constant offered by the conduction resistance of CR1 and C1 is much less than the long time constant offered by CR2 and R1 during the conduction period, C1 is always completely discharged between pulses. Thus, for each input pulse there is a precise level of charge deposited on C1. For each charge of C1 an identical output pulse is produced by the flow of $i_c$ through R1. Since this current flow always occurs in the direction indicated by the solid arrow (fig. 4-29A), the d.c. output voltage is positive with ground.

At time $t_2$ the input signal again goes positive, and the cycle repeats. The time duration between pulses is the interval represented by the period between $t_1$ and $t_2$ or between $t_3$ and $t_4$. If the input pulse frequency is reduced, these time periods become longer. On the other hand, if the frequency is increased, these time intervals become shorter. With shorter periods, more
pulses occur in a given time and a higher average (d.c.) output voltage is produced; with longer periods, fewer pulses occur and a lower average output voltage is produced. Thus, the d.c. output is directly proportional to the repetition frequency of the input pulses. If the current and voltage are sufficiently large, a direct reading meter can be used to indicate the count; if they are not large enough to actuate a meter directly, a d.c. amplifier may be added. In the latter case, a pi-type filter network is inserted at the output of R1 to absorb the instantaneous pulse variations and produce a smooth direct current for amplification.

Consider now some of the limits imposed on solid-state circuit operation. Since the semiconductor diode has a finite reverse resistance, there is a flow of reverse current during the periods when the diode is supposedly in a nonconducting condition. Although this reverse flow is small at normal temperatures (on the order of microamperes), it increases as the temperature rises. Therefore, at high temperatures the average output voltage will tend to decrease because of the effects of diode CR2.

From the preceding discussion it is evident that the voltage across the output varies in direct proportion to the input pulse repetition rate. Hence, if the repetition rate (frequency) of the incoming pulses increases, the voltage across R1 also increases. In order for the circuit to function as a frequency counter, some method must be employed to utilize this frequency to voltage relationship to operate an indicator. The block diagram in figure 4-30A represents one simple circuit which may be used to perform this function. In this circuit, the basic counter is fed into a low pass filter, which controls an amplifier with a meter calibrated in units of frequency.

A typical schematic diagram is shown in figure 4-30B. The positive pulses from the counter are filtered by C2, R2 and C3. The positive d.c. voltage from the filter is applied to the input of A1. This voltage increases with frequency, and as a consequence the current through the device increases. Since emitter or cathode current flows through M1, an increase in amplifier current causes an increase in meter deflection. The meter may be calibrated in units of time, frequency, revolutions per minute, or any function based upon the relationship of output voltage to input frequency.

The step-by-step counter is used as a voltage multiplier when it is necessary to provide a stepped voltage to any device which requires such an input. The step-by-step (or step) counter provides an output which increases in one-step increments for each cycle of input. At some predetermined level, the output voltage reaches a point which causes a circuit, such as a blocking oscillator, to be triggered.

A schematic diagram of a positive step-by-step counter is shown in figure 4-31A. With no signal applied to the input, there is no output. As the input signal is applied, and increases in a positive direction, the anode of CR2 or V2 becomes more positive than its cathode, and the diode
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conducts. When CR2 or V2 conducts, capacitors C1 and C2 begin charging.

The action of the counter can best be understood by referring to figure 4-31B. Assuming C2 to be ten times as large as C1 and the peak to peak input voltage to be 100 volts, C1 assumes nine-tenths of the positive input voltage swing at \( t_0 \), while C2 assumes only one-tenth or, in this example, 10 volts. At time \( t_1 \), the input drops in a negative direction, and CR2 or V2 is driven into cutoff. The cathode of CR1 becomes more negative than its anode, and the diode conducts, discharging C1. The charge on C2 remains, however, because it has no discharge path. Thus, there is a d.c. voltage at the output which is equal to one-tenth of the input.

At time \( t_2 \), the input again increases positively, but this time CR2 cannot conduct until the input becomes greater than 10 volts, the charge on C2. At this level, CR2 conducts and C2 again charges to one-tenth of the total available voltage. The total voltage available at this time, however, is no longer 100 volts, but 100 volts minus the 10-volt charge on C2.

Thus, the first cycle of input produced a 10-volt charge on C2, but the second cycle added only an additional 9 volts, which is one-tenth the quantity of 100 volts minus the 10-volt charge on C2. Each additional cycle provides an exponential increase in the same manner. It is for this reason that the accuracy decreases as the ratio increases. Thus, as the ratio becomes too great, the higher steps become almost indiscernible. When the counter is used to trigger a blocking oscillator, such as the one shown in figure 4-32, the oscillator bias is adjusted by the potentiometer. This changes the amount of emitter or cathode voltage which determines the step that will cycle the blocking oscillator. When the oscillator draws current, it discharges C2 and the cycle repeats. The step counter, therefore, becomes a frequency divider supplying one output trigger for a number of input triggers.

Explicit explanation of this circuit varies with driving source reference levels and type of output load circuit. For example, the input waveform may only vary above and below a zero reference in contrast to the waveform in figure 4-31 which only varied in a positive direction from the zero reference. Figure 4-33 illustrates this input and the resulting output.

Note that step 2 is higher in amplitude than step 1 in contrast to the successive decrement in amplitude illustrated in the description of figure 4-31. This is because at \( t_0 \), 50 volts is applied and C2 charges to one-tenth this value. At \( t_1 \), C1 not only discharges its 45-volt charge, but it charges to 50 volts in the opposite direction, through D1. At \( t_2 \), the input again goes to the positive 50-volt level and will be additive to the 50 volts across C1. C2 will charge an additional 9.5 volts, since this is 10% of the 100 volts applied minus the 5-volt charge already on C2. Thus, at \( t_2 \), the charge on C2 reaches 14.5 volts.

Succeeding charges will be 10% of the 100-volt charge minus the existing charge on C2 at that time. Therefore, the output is affected because the initial input charge was only half the total peak to peak charge. However, if C2 is discharged by a circuit such as the blocking oscillator just mentioned, the second staircase waveform will be like that in the initial description (fig. 4-32). This is because C1 now has a
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Figure 4-32.—Voltage control discharge circuit.

Figure 4-33.—Input waveform varying about zero and resulting output.

Figure 4-34.—Voltage across C2 in a 4:1 counter.
50-volt negative charge from preceding alternations so that on the next positive going charge after C2 is discharged, the full 100-volt swing is felt across the circuit.

Another condition may exist when the input swings both positive and negative around a zero reference. This condition occurs if the initial alternation swings in the negative direction, charging C2 through D1, thus providing the entire 100-volt potential on the first positive swing or second alternation. Other first cycle conditions will exist if the input only goes negative with respect to a zero reference. These examples illustrate the variety of first-cycle conditions that may be encountered.

As previously mentioned, counting stability is dependent upon the exponential charging rate of C2. When it is desired to count by a large number, for example—24, a 6:1 counter and a 4:1 counter connected in cascade may be used. A more stable method of counting 24 would be to use a 2:1, a 3:1 and 4:1 counter in cascade. Most step counters operate on ratios of 5:1 or less. The waveforms of a 4:1 frequency divider are shown in figure 4-34.

A solid-state step-by-step counter which uses tunnel diodes is shown in figure 4-35A. Resistor R1 sets the bias for CR1 through CR5 in their low voltage state. Positive pulses coupled through C1 sequentially switch the diodes to their high voltage state. The first pulse turns on CR1, the second CR2, the third CR3, the fourth CR4, and the fifth CR5. When CR5 goes to its high voltage state, Q1 is biased into conduction. Consequently, the voltage from the collector of Q1 to ground is reduced to a value which will cause the diodes to revert to their low voltage state, allowing the cycle to repeat.

Figure 4-35B shows the various voltage waveforms in the circuit. C2, C3 and L1 provide a slight delay which allows CR5 to complete switching to its high voltage state before Q1 conducts and recycles the operation. A five-step positive going stairstep voltage waveform is developed at the output.

**COINCIDENCE CIRCUITS**

A coincidence circuit produces an output only when each of its selected inputs is of sufficient amplitude, proper polarity, and concurrent in time with its desired mate or mates. Coincidence circuits are also known as NAND GATES when used in digital logic applications.

Figure 4-36 depicts a three-input coincidence circuit and its associated waveforms. The polarities shown are correct for NPN transistors and electron tubes. For PNP transistors all polarities would be reversed. All polarities are referenced to ground unless otherwise noted.

All the devices are connected in series, and are biased into cutoff. There can be no current

---

**Figure 4-35.**—Positive tunnel diode step-by-step counter and waveforms.
flow until all the devices are caused to conduct. During the period of time all inputs are sufficiently positive, the devices conduct heavily. This conduction produces a negative going pulse at the output. If any one input is absent, no amplifier current flow is possible, and the output will be simply some constant value of positive voltage.

Figure 4-36.—Basic coincidence circuit and waveforms.

Figure 4-37A illustrates a pentode electron tube coincidence circuit. The control grid and suppressor grid are biased sufficiently negative with respect to the cathode to allow either grid to hold the tube cut off. As shown in figure 4-27B, positive voltages must exist simultaneously, on both the control grid and suppressor grid, in order for the tube to conduct.

Figure 4-37.—Pentode electron tube coincidence circuit and waveforms.
CHAPTER 5

PRINCIPLES OF UHF COMMUNICATIONS

The frequencies from 300 MHz to 3000 MHz constitute the ULTRAHIGH FREQUENCY (UHF) BAND. The short wavelength of the signals within the UHF band permits construction of antennas that can concentrate the signal energy into a narrow beam. For example, this may be accomplished by the use of a parabolic antenna which operates on the same principle as the reflector in a flashlight. Parabolic antennas for lower frequencies (longer wavelengths) would be too large to be practical. The concentration of UHF signal energy into a narrow beam allows the use of lower transmitter power since the signal is not weakened by spreading out over a large area.

The type of propagation which is used in UHF systems is the direct wave. In this type of propagation the radiated energy travels directly from the transmitting antenna to the receiving antenna in the atmosphere adjacent to the earth’s surface. This type of propagation lends itself to the concentration of the UHF signal energy that was discussed earlier. Since the UHF energy, concentrated in a narrow beam, travels in approximately a straight line, the theoretical range of transmission is known as line of sight communication. The actual range of communication is determined mainly by antenna height, since this would determine the distance to the theoretical horizon.

Again, due to the short wavelength (high frequency) of UHF signals, much smaller values of circuit inductance and capacitance are required. This, coupled with the lower power requirements for UHF equipment, permits a reduction in the physical size of the individual components and, therefore, the overall physical size of the equipment. This compactness makes UHF equipment highly suitable for air to air, ship to ship, air to ship, or ship to air communication.

UHF TRANSCiever

Often, to achieve a greater compactness and efficiency, UHF equipment may be in the form of a transceiver. A transceiver consists of a transmitter and receiver arranged and connected to function as a single unit. Some of the circuits in a transceiver serve a dual purpose, that is, perform one function while in transmit and another while in receive.

DOUBLE CONVERSION

Figure 5-1 is a simplified block diagram of the receiver section of a basic UHF transceiver. This receiver uses DOUBLE CONVERSION. Double conversion describes the process of converting the incoming signal to the final intermediate frequency in two steps. The output of the RF strip, along with the frequency multiplied signal from the 1st local oscillator, is fed to the 1st mixer. The 1st local oscillator and frequency multiplier are made variable in order to provide tracking between the oscillator and the input signal.

The output of the 1st mixer is a modulated IF, which is amplified in the 1st IF strip and used as the RF input to the second mixer. Heterodyning of this signal with that of the second local oscillator will produce a lower IF signal which in this case is the final IF. If a lower final IF were desired, a third conversion system would be added merely by incorporating a third mixer, local oscillator, and IF strip. This would be called triple conversion. Notice that only the first local oscillator is variable, since the output of the 1st mixer is a constant frequency.

The purpose of multiple conversion is maximum image rejection, increased selectivity, and improved gain. In a double conversion receiver, the first intermediate frequency supplies the wide separation between the desired signal and its image. The second intermediate frequency supplies the increased gain and selectivity. The higher gain and better selectivity are more easily acquired in the second IF due to the lower frequency of these circuits.
FREQUENCY MULTIPLICATION

Figure 5-2 illustrates a basic UHF transceiver transmitter section. A crystal oscillator is used to achieve frequency stability. However, cutting a crystal for UHF would be impractical, since the crystal would be extremely thin and fragile. For this reason, stages of frequency multiplication are necessary. The final power amplifier (FPA) in a UHF transmitter may sometimes be used for frequency multiplication. This is possible since high power is not a major concern, and the lower efficiency of an FPA frequency multiplier is tolerable.

By employing a frequency conversion system using several crystal oscillators, a maximum number of different frequency channels may be obtained with minimum crystal switching. In the functional UHF transmitter block diagram shown in figure 5-3 the use of 38 crystals yields a capability of 1750 channels spaced .1-MHz apart. To achieve this capability with only one master oscillator and using frequency multiplication only, many more crystals and stages of frequency multiplication would be required.

Figure 5-4 is the functional block diagram of a UHF transceiver. The receiver is a triple conversion type and the transmitter utilizes frequency synthesis. Many of the circuits are used on both transmit and receive functions.

PUSH-PUSH FREQUENCY MULTIPLIER

As has been explained, most UHF transmitters utilize frequency multiplication. There are three basic configurations used for frequency multiplication: SINGLE ENDED, PUSH-PULL, and PUSH-PUSH. The single ended frequency multiplier can be used to multiply to any integral multiple of the input (2 times, 3 times, etc.), but is relatively inefficient. Where increased efficiency is required a push-pull configuration may be used, but it is limited to odd order harmonic multiplication.

When a high power frequency doubled output is required, a push-pull configuration is used. Such a circuit will produce this type of output without appreciable multiplication losses. While push-push circuits also operate as quadruplers (since only even order harmonics can be produced with a significant output), the same output may be more easily obtained by employing frequency doublers as they require slightly less than half the driving power of a quadrupler.

Figure 5-5 shows a typical push-push doubler stage. A push-pull input is provided by RF transformer T1. L1 is the primary, and the secondary, L2, is tuned to the fundamental frequency by split-stator capacitor C1. The output tank (C3 and L3) is tuned to twice the input (fundamental) frequency.

All voltages are referenced to ground unless otherwise noted, and all polarities are correct for NPN transistors and electron tubes. The polarities would be opposite for PNP transistors.

The devices are biased class C by virtue of a fixed bias supply. When the input signal drives the top of L2 positive and the bottom of L2 negative, A1 is caused to conduct while A2 remains cutoff. On the next alternation of the input (top of L2 negative and the bottom of L2 positive) A1 will be cutoff and A2 will conduct when the bottom of L2 becomes sufficiently positive.
Figure 5-2.—Block diagram of basic UHF transmitter.

Figure 5-3.—Functional block diagram of UHF transmitter.

The relationships between base/grid voltage, collector/plate current, and collector/plate voltage are depicted in figure 5-6. Since the collectors/plates of A1 and A2 connect to the same end of the output tank a pulse of current will flow in the same direction through the output tank twice each input cycle. This is an ideal condition for sustaining oscillation of the output tank at the second harmonic of the input frequency (or any even multiple of the input frequency). The tank circuit flywheel action is reinforced, by a pulse of current flow, at the negative peak of each cycle. (If the output tank was tuned to the fourth harmonic of the input the flywheel action would be reinforced every second cycle.)

Due to the relationship between the pulses of collector/plate current and the phase of the collector/plate voltage, the push-push multiplier cannot be used to produce odd order harmonics or to operate at the fundamental frequency.

NOISE

One of the limitations on UHF amplifiers is the generation of noise. Noise may be generated in either the amplifier tube or in the conductors.
which form the circuit. The latter noise is due to thermal agitation of the electrons within the conductor, and is called THERMAL NOISE.

Noise generated within the tube, is a result of irregularities in electron flow through the tube. There are several classifications of tube noise and each warrants an individual discussion.

SHOT EFFECT is a type of noise due to variations in emission of electrons from the cathode. It can be minimized by operating the tube well below emission saturation.

PARTITION NOISE is present in multigrid tubes. It is caused by some of the electrons that leave the cathode, and move through the control grid and toward the plate, reaching the plate while others strike one of the additional grids and do not arrive at the plate at all. Therefore, a random distribution of electrons between plate and other positive potential elements will occur and produce random variations in plate current.

INDUCED GRID NOISE is produced by the passage of electrons through the grid of a tube in their journey from cathode to plate. As the electrons approach the grid, they induce (in the grid) a movement of charges in the opposite direction. Since the flow of electrons from cathode to plate

![Figure 5-4.—Functional block diagram of UHF transceiver.](image-url)
is random, and these electrons must pass the grid on their way to the plate, random variations in grid current occur.

GAS NOISE is generated by the random rate of production of gas ions due to electron collision. This type of noise is not a problem in high vacuum tubes.

SECONDARY EMISSION NOISE is caused by the bombardment of the plate by high velocity electrons. Electrons liberated from the plate by this bombardment are called secondary emission electrons. When these electrons return to the plate they cause secondary emission noise.

FLICKER EFFECT is a type of noise caused by a low frequency variation in emission that occurs with oxide-coated emitters.

Shot effect noise, partition noise, and induced grid noise are the most troublesome types of noise. It should be noted that partition noise and induced grid noise are caused by grid structures, and, therefore, to minimize this noise, tubes containing many grids are not used where noise is critical.

GROUNDED-GRID AMPLIFIER

UHF requires amplifiers with good noise characteristics and good gain. Multigrid tubes such as pentodes cannot normally be used for the reasons previously discussed. A circuit which meets these requirements is a grounded-grid amplifier. Due to the grounding of the grid, grid noise is practically eliminated as is the need for neutralization.

The schematic of figure 5-7 illustrates a typical grounded-grid circuit. For convenience, the tank circuit is shown as a conventional LC parallel-tuned circuit; in actual practice, however, coaxial lines or cavities are used at the high frequencies where this circuit is often used. Input coupling capacitor C1 functions as both a coupling capacitor and a d.c. blocking capacitor to isolate the input circuit from the antenna or previous stage. Thus, the cathode bias is not affected by the input circuit. Radio frequency choke RFC keeps the cathode above ground, since the grid is grounded to the chassis. Resistor R1 is a conventional but unbypassed cathode-bias resistor which supplies class A bias for V1. The plate of V1 is series fed through voltage dropping and decoupling resistor R2 and tank coil L1. By-pass capacitor C2 keeps the lower end of tank coil L1 at RF ground potential, and acts as an RF bypass for R2. C1 is the tank tuning capacitor. The rotor of C1 is at a.c. ground to eliminate body capacitance effects when tuning. The output is capacitively coupled through CC2 to the next stage.
When an RF signal appears at the input, the low reactance of $C_{C1}$ allows it to appear on the cathode of V1 without any appreciable attenuation. The input signal may be from an antenna or a preceding RF stage, and in some cases it may be the output of a tuned tank circuit. With the grid at ground potential, V1 is biased by the total cathode current flow through R1. With a positively biased cathode, the grid is effectively biased negative, and only quiescent class A plate current flows. With no input signal there is no change in plate current and, consequently, no output.

Assume that an unmodulated RF signal of constant amplitude appears at the cathode of V1. Since this signal appears between the cathode and ground, it can be considered as being supplied by a generator connected in series between the V1 cathode and ground. The RF choke presents a high impedance to ground, and prevents shunting of the input signal to ground through bias resistor R1. On the positive RF half-cycle the cathode is momentarily more positive resulting in the grid becoming more negative, so that a reduction of plate current occurs. In the plate circuit, the tuned parallel tank circuit, $L1 \ C1$, appears as a high impedance to the RF component of the plate current. With less plate current flowing through the tank impedance, less voltage drop is developed across it and the plate voltage rises toward the source voltage (becomes positive swinging). Thus, a positive output signal is developed and fed through $C_{C2}$ to the next stage. It is evident that the grounded-grid circuit
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Figure 5-6.—Collector/plate and base/grid waveforms and their relationships.

Figure 5-7.—Typical grounded-grid RF amplifier circuit.
produces an output signal which is in phase (of the same polarity) with the input signal producing it.

During the negative half-cycle of operation, the cathode becomes less positive (is driven in a negative direction). A negative cathode swing causes the plate current to increase, and produces a large voltage drop across the output load impedance (tank circuit). Since the voltage drop across the tank causes the effective plate voltage to be less, a negative output swing is developed. Again the output signal is in phase with the input signal. (This action is opposite the conventional 180-degree phase shift produced in the grounded-cathode circuit, and corresponds with the action of the common (grounded)-base circuit in semiconductors.) With the grounded-grid amplifier operated class A, and with equal positive and negative swings, the average value of plate current does not change. The current flow from the cathode remains steady and occurs during the entire cycle; thus, cathode bias can be used, since the plate current is never interrupted. At the same time, the instantaneous signal changes cause larger (amplified) instantaneous RF pulses of plate current, producing the voltage drop across the tank impedance and an amplified output voltage. Note that the tank circuit must be tuned to the RF signal to produce a high impedance and develop an output. Thus, signals with a frequency outside the tuned circuit passband are not amplified, or are greatly discriminated against.

From the above description of circuit functioning, it can be seen that the basic functioning of the grounded-grid circuit is similar to that of other types of RF or audio amplifier circuits. Further consideration is necessary to understand the actions that are peculiar to this circuit alone.

In the simplified equivalent of the grounded-grid circuit (fig. 5-8) the input signal is shown as an a.c., generator connected in series with input resistance \( R_k \). Actually, the cathode input impedance is inherently very low, and electron flow is from ground to the cathode, through the grid to the plate, and back into the supply, producing the polarities shown in the simplified circuit. Since the grounded grid is placed between the cathode and the plate, it acts as a shield which divides the circuit into two parts—an input circuit and an output circuit, both at above-ground potentials. Hence, any coupling is effectively minimized by the grounded grid. The grounded-grid amplifier requires more drive than the conventional grounded-cathode amplifier.

![Simplified equivalent circuit.](image)

Since feedback resulting in oscillation normally occurs from capacitive coupling between the output and input circuits, the good shielding of the grounded grid reduces this effect to a minimum. In addition, the interelectrode capacitances are reduced. The output capacitance is the grid-to-plate capacitance, which is usually the lowest in an electron tube; thus, capacitive shunting effects on the output are reduced at the higher radio frequencies to provide better performance. In addition, the plate-to-cathode capacitance is reduced, since it is the series capacitance produced by the plate-to-grid and grid-to-cathode interelectrode capacitances. Actually, in practical tubes it is reduced to a value on the order of 0.2 picofarad, which is negligible, so that neutralizing is not normally required.

Since signal voltage \( e_{in} \) is connected between the cathode and ground, it is effectively in series with the tube plate circuit; thus, in tuned RF voltage amplifiers the output voltage is produced as though the circuit were driven in the normal manner (grounded cathode), but had an increased amplification factor of \( \mu + 1 \). Hence, high voltage gain is obtained.

It is important to remember, however, that the matter of gain is relative. A low amplification factor tube will not give as much amplification as a high amplification factor tube. Nor
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will a triode give as much gain as a pentode at the lower frequencies. Thus, even though one speaks of the grounded-grid circuit as providing high gain, it does not mean that the gain is as great as that provided by the grounded-cathode circuit using the same tube and voltages. At the ultrahigh frequencies where this circuit is most useful, the performance and gain are better because of the poor performance of the pentode. At the lower radio frequencies, it usually requires two stages of grounded-grid amplification to obtain results equivalent to those obtained with a single grounded-cathode pentode stage.

In power amplifier applications, low power gain is obtained because of the increased drive requirement and the low input impedance. The low input impedance, however, does not absorb all of the input (driving) power and cause a complete loss. Instead, the driving power is fed into the plate circuit (it is connected in series with the plate and cathode circuit), and adds to the total plate power (less the amount needed to drive the tube). The additional plate power supplied by the driver is distributed between the tubes internal plate resistance and the tank circuit, so that only a portion is lost or dissipated in the tube plate. The total output power in watts is equal to \( I_P(e_{in} + E_p) \), where \( e_{in} \) is equivalent to the r.m.s. value of grid voltage \( E_g \).

In RF power amplifiers with directly heated filaments, since the filament is also the cathode, it is necessary to use RF chokes in the filament leads, or provide some other arrangement to keep the filament above ground. Otherwise, the filament and grid would be short circuited and the circuit would not operate.

When employed as a modulated power amplifier, the small portion of drive power which is inserted into the plate circuit remains unmodulated, making it practically impossible to obtain 100-percent modulation when plate modulation alone is used.

PARALLEL TYPE
TUNED LINES

Circuits composed of lumped inductance and capacitance elements (conventional tank circuits) can be made to resonate from very low frequencies to hundreds of megahertz. At UHF, however, the inductive and capacitive elements required become too small to be practical. In addition, skin effect within the coils introduces reactance which reduce the \( Q \) of the circuit. To avoid these conditions, the tuned circuit for UHF oscillators usually consists of a quarter-wave-length transmission line called a tuned line. A segment of transmission line one-quarter wave-length long and shorted at the remote end, has the characteristics of a parallel resonant circuit at the near end. This action can be analyzed by referring to the quarter-wave shorted transmission line segment shown in figure 5-9A. At the shorted end, the current will be maximum and the voltage will be minimum. The maximum current condition is characteristic of a series resonant circuit.

Part B of figure 5-9 shows the equivalent circuit conditions of the quarter-wavelength line at various points between the shorted end and the source. At the shorted end part B shows the line to be equal to a series resonant circuit. One-eighth wavelength back toward the source, at the point where the current and voltage waveforms cross, the circuit will appear inductive. (This is shown in the equivalent circuit by the inductance connected across the line.) The circuit will appear inductive in varying degrees between the source and the shorted end. At the source, the current will be minimum and the voltage will be maximum—a condition characteristic of a parallel resonant circuit. Since the parallel resonant circuit is the first element that the source sees, it may be said that the shorted quarter-wave line will act like a parallel resonant circuit as far as the source is concerned. The tuned

![Figure 5-9.—Quarter-wave shorted tuned line.](image)
lines (mentioned previously as a replacement for a UHF tank circuit) are adjustable to facilitate a change in their operating frequency. This adjustment is made by means of a shorting bar as shown in figure 5-10. The function of the shorting bar is to change the physical length of the line. This will, of course, change the wavelength of the line and thereby the frequency at which the line displays parallel resonant characteristics to the source. Therefore, assuming the tube to be the source, connecting tuned lines between plate and cathode and grid and cathode and adjusting the shorting bars for the proper frequencies will effectively cause the effect of resonant tanks in the tubes plate and grid circuits.

Coupling from the plate circuit tuned line may be accomplished by various methods. One of the most popular methods is called LOOP COUPLING. Loop coupling is shown in figure 5-11. The loop is merely a conductor placed in position with the tuned line so it will act as a transformer, and energy is coupled to the loop by the transformer action.

UHF CIRCUIT LIMITATIONS

As the frequency to be amplified increases, the gain which can be achieved through the use of conventional electron tubes decreases until a frequency is reached where such gain is unity. The reduction of gain is caused by dielectric losses, finite values of lead inductance, interelectrode capacitance, and transit times.

Dielectric losses have been decreased by tube designs which confine the dielectric material (bases, insulators, envelopes) to portions of the tube where dielectric stresses are minimized, and by the use of dielectric materials with the lowest possible losses.

As the operating frequency is increased, the inductances and capacitances inherent in the tube structure become an increasing portion of the tuned circuit of an amplifier stage. This continues until, for all practical purposes, the external tuned circuit disappears or is obliterated by the tube, and no further tuning is possible. Thus, a limiting frequency is reached. In addition to this, as the operating frequency is increased, even the reactance of relatively short leads in the tube becomes great enough to decrease the magnitude of the driving signal appearing across the tube element.

Transit time effects are lessened, in tube design, by decreasing the interelectrode spacing in the tube, and increasing the plate voltage. However, decreasing the interelectrode spacing increases the interelectrode capacitances; therefore, electrode dimensions must be decreased in order to maintain low capacitance. Reducing the size of the electrodes reduces the heat dissipation capabilities of the tube. However, the use of heat sinks will allow the operation of relatively small-electrode triode tubes at dissipation levels which allow considerable useful output.

LIGHTHOUSE (DISK SEAL) TUBES

The effects of lead inductance (and also skin effect) must minimized in tubes designed for UHF operation. This is accomplished by the use of large diameter leads, multiple leads, and planar element construction (the arrangement of cathode, grid, and plate in parallel planes), which allows connections to external circuitry to be made
around the periphery of contact disks or over the entire surface of cylinders. Figure 5-12 illustrates a tube utilizing planar construction. Figure 5-13 shows the same tube with construction details.

Lighthouse tubes were designed in the octal-tube era and have this style of base. However, only heater leads and d.c. cathode connections are brought to this base. All RF connections are made to the sleeve, disk, and cap which connect to or support the cathode, grid, and plate respectively. This allows low-inductance leads which when combined with the close spacing and low interelectrode capacitances make the tubes useful at UHF and VHF. The plate is relatively small, and connection to a heat sink is required to take advantage of the rated plate dissipation.

MICROWAVE LINK

As may be recalled from chapter 22 of Volume I, the number of signals that can be used to modulate a carrier is dependent upon the carrier frequency. In the microwave frequencies it is possible to modulate the carrier with as many as 600 channels.

Line of sight systems are made up of one or more links having a clear path between the antennas at the ends of the link. They usually use frequencies above 300 MHz. The properties of such links are usually quite stable. Wideband transmission suitable for 24 to 60 voice channels has been obtained by proper system planning.

The length of a single link is determined by the terrain. Most systems are composed of links of 30 miles or less, except where especially favorable sites can be found. Repeater stations may be used to connect one link to another to form long chains thereby setting up long paths for many voice channels where needed. For example, chains of more than 40 links cross the United States carrying voice and television signals. With proper engineering, excellent quality may be preserved through many sequential links.

Microwave link is a reliable and economical method of communication. The installation, operation and maintenance costs per channel mile are relatively low. Also, the security of microwave link is more easily maintained due to the fact that all equipment is concentrated to a smaller area.

Microwave links are often used for carrying signals from one site to another at large HF stations. The design of links for this purpose is the same as for long haul systems, but, since the number of links in a chain is usually only one or two, some easing of specifications may be allowed, compared to links in long haul systems.

MICROWAVE LINK REPEATERS

Microwave link repeaters are classified according to how the signal is detected and separated into individual channels in the repeating process. Three types of repeaters will be discussed here.

Heterodyne Repeater

In a heterodyne repeater the incoming signals are heterodyned (entire received signal shifted in frequency as a block) to another band, amplified, and retransmitted. In an RF heterodyne repeater, this shifting is done directly to the desired transmitting channel in one step. Amplification will normally be used both before and after the frequency changing process. In an IF heterodyne repeater, the incoming signals will be shifted to
a relatively low intermediate frequency at which most of the amplification is done. Then they will be shifted again to the desired channel for transmission.

Baseband Repeater

The baseband is the band of frequencies in which the signal is provided to the transmitter for modulation. This signal may be a television signal, or a group of voice channels that have been combined by any of the standard types of voice multiplex equipment. This is the signal that is fed to the transmitter to modulate the outgoing carrier, and also the signal delivered from the receiver output terminals after being demodulated.

In a baseband repeater, the incoming signal is converted to an intermediate frequency and then demodulated to produce the baseband. This baseband is fed to the input terminals of the associated transmitter to modulate the outgoing signal. This arrangement is often referred to as a transmitter and receiver back to back.

Audio Repeater

In the two repeaters mentioned previously, the signal is handled as a single entity. Whether it consists of one voice channel or many is not a determining factor. All the signals go through the same path. Sometimes it is desired to split certain channels from others at the repeater point. (There may be branching of the traffic flow; some channels may end at this point while others go further down the chain of repeaters.) When this is necessary, not only must the basic signal be demodulated to provide a baseband, but the baseband must also be filtered to select particular groups of individual channels. These groups of channel signals are then connected individually to the proper outgoing circuits.

This form of repeater provides individual channel access for flexibility, but adds distortion. This distortion shows up as interference between channels. In practice, the number of audio repeaters must be kept as small as possible in any given long distance chain. Thus, audio repeaters usually are employed only at major switch centers and on relatively short circuits.

MICROWAVE LINK

PROPAGATION FADING

Even where a clear line of sight exists between the two antennas of a link, the signals are disturbed in their passage through atmospheric layers. The following effects are all causes of fading.

ATTENUATION is caused by oxygen particles that absorb and scatter energy. Water vapor clouds, droplets of rain, and other forms of precipitation absorb some of the signal. The loss in signal strength from these causes varies from time to time, causing fading of the signal at the receiving end of the link.

REFRACTION is the change in direction a traveling wave experiences as it crosses layers of atmosphere having different properties. This effect fluctuates widely, and adds to the fading caused by absorption. It should be noted that some cases occur where refraction causes the waves to bend in a manner that improves the link performance. This is one reason that paths slightly beyond true line of sight are sometimes usable. The refraction in the atmosphere may sometimes fluctuate very rapidly causing the received signal to flutter. This rapid random fading is called SCINTILLATION.

REFLECTION occurs when the microwave signal meets a large obstruction. This may be a large cloud or a cluster of ionized air molecules (such as a meteor trail). When reflection occurs, signals arrive at the receiving end by more than one path. When these paths differ in length, the signals arrive with different phases. Depending on the phase relationship, the signals are either added to or subtracted from one another. If the length or attenuation of either path varies, the cancellation effect produces fading. More than two paths will be found in many cases.

POLARIZATION is the property of a wave that relates to the direction of the electric waves and magnetic components in space. Polarization is determined at the transmitting antenna by the direction of the antenna feed horn or feed dipole. The receiving antenna feed should match the polarization of the incoming signals. At lower frequencies, the polarization of the wave shifts as the wave passes through ionized regions. This makes it difficult to decide on the proper polarization for the receiving antenna. At microwave frequencies, however, this shift is negligible. Therefore, it may be assumed that the wave is received with the same polarization as was transmitted. Thus, the effect of polarization on fading is minimal.

To prevent fading effects from impairing the operation of the link, diversity reception (discussed later) is used. Fading caused by the above effects does not occur at the same time for different paths. Even for paths that are almost the same, great differences are found. By providing
two receiving antennas spaced 50- to 100-wave­
lengths apart, each receiving from the same trans­
mitter, we can get an improvement. Signals that differ by a small amount in carrier frequency will show different patterns of fading, even when sent through the same antennas.

The signals received by one path do not fade at the same time as those from the other path. To make the best use of these signals they must be combined so that one fills the gaps left in the other. Two or four signals may be combined in the receiver in any one of a number of ways. Two basic types of combining methods may be used: PREDE­TECTION (or IF) COMBINING, and POST DETEC­TION COMBINING. Only the former type can be used with RF heterodyne repeaters.

MICROWAVE LINK TROPOSPHERIC SCATTER TRANSMISSION

Tropospheric scatter transmission is used for point to point, beyond the horizon communication. Frequencies of about 350 to 8000 MHz are commonly used for this purpose. Reliable multichannel communication can be obtained over paths up to 400 miles. In the frequency range under con­
sideration, the signals are not refracted by the ionosphere. They do not return to earth beyond the horizon by bending as lower frequency waves do. Some other means of propagation must be con­
sidered.

The tropospheric region of the atmosphere extends up to an altitude slightly over 6 miles. Microwave signals transmitted through this region are scattered in the forward direction. Some of this radiated energy reaches the receiving anten­
tenna. If directive transmitting and receiving anten­
as are used and these antennas are both aimed at the same point in the troposphere, reliable communication is possible even though the received signal fluctuates widely. The amplitude of the received signal mainly depends on transmitter power, antenna gain, distance between stations, altitude of the scattering volume, transmitter fre­
quency, and the scatter angle between the trans­
mitted and received beams. Figure 5-14 illus­
trates the scatter angle, scattering volumealti­
tude, and distance factors.

At the receiver, the energy arrives over a number of paths. The signal from each path has a different attenuation, phase, and polarization. This multipath effect leads to fast or slow fading of the received signal. Fast fading may take place in fractions of a second. It results from signals arriving randomly at the receiving antenna. Slow fading occurs over time intervals from minutes to several hours. Signal variations of the order of 15 db are to be expected. In addition, long term strength variations occur due to daily and seasonal changes in propagation.

Diversity Reception

To obtain a steady signal, energy may be com­
bined from each of a number of fluctuating sig­
nals. This is called DIVERSITY RECEPTION. All tropospheric scatter systems used diversity re­
ception. To obtain signals over different paths that fade and vary independently, some or all of the following methods may be used.

SPACE DIVERSITY, which is comprised of receiv­ing antennas separated by 50 wavelengths or more at the signal frequency (usually 10 to 200 feet is sufficient).

FREQUENCY DIVERSITY, or transmission on different frequencies. Different frequencies fade independently even when transmitted and received through the same antennas.

ANGLE DIVERSITY, which is two feedhorns producing two beams from the same reflector at slightly different angles. This results in two paths based on illuminating different scatter volumes in the troposphere.

Signals obtained over two or four independent paths by the above methods are combined in the receiver in such a way as to make use of the best signal at all times.

The path loss of a tropospheric system is high. To overcome this, high transmitter power and high gain antennas are used. Highly sensitive receivers with low internal noise are also employed. Anten­
as range in size from 8 feet in diameter for mobile units to 120 feet for fixed installations. The size of the antenna depends on the operating fre­
quency, required gain, environmental conditions, and required mobility.

In line of sight systems, the bandwidth that can be handled through a given link is dependent only on the equipment provided. Links carrying 1800 voice channels through a single transmitter and receiver have been built. In tropospheric scatter systems this is not so. The multipath effects vary over the spectrum so that very wide channels do not work well. This is because distortion occurs in the path between the antennas. Combining several signals reduces this effect, but does not eliminate it. The number of channels that can be transmitted over a given link depends on the degree of distortion the user can accept. For links that are part of long haul telephone systems, the distortion must be kept low. Typical tropospheric scatter link capacities are illustrated in table
5-1. Television signals have substantial bandwidth, but can tolerate more distortion. Conventional television signals in a bandwidth up to 6-MHz have been successfully transmitted up to 200 miles by tropospheric systems.

The major factors that affect the received signal level are free space loss (loss occurring between the transmit antenna and the receive antenna), scatter loss, transmitter power, receiver gain, and the angle between the transmit and receive beams.

Both free space and scatter loss can be predicted. Scatter loss, however, depends on more variables. As the distance between the transmitter and receiver is increased, scatter volume height increases. These changes reduce the amount of received signal. An increase in the vertical angle of the receiving or transmitting antenna also reduces the amount of received signal.

<table>
<thead>
<tr>
<th>Distance</th>
<th>No. Voice Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-100 miles</td>
<td>up to 252</td>
</tr>
<tr>
<td>100-200 miles</td>
<td>up to 132</td>
</tr>
<tr>
<td>200-300 miles</td>
<td>up to 72</td>
</tr>
<tr>
<td>above 300 miles</td>
<td>12-24 (quality usually limited)</td>
</tr>
</tbody>
</table>
CHAPTER 6
MICROWAVE APPLICATIONS

Microwave frequencies are defined by the Federal Communications Commission as those frequencies of 890 MHz and above. The Navy, however, generally considers microwave frequencies to be 1000 MHz and above. Microwave communications are discussed briefly in chapter 5. This chapter discusses the application of these basic principles to a radar system.

The word RADAR is an acronym formed from the words RAdio-Detection-And-Ranging. Radar is a means of employing radio waves to detect and locate material objects such as aircraft, ships, and land masses. Location of an object is accomplished by determining the distance and direction from the radar equipment to the object. The process of locating objects requires, in general, the measurement of three coordinates; range, angle of azimuth, and angle of elevation.

A radar set consists fundamentally of a transmitter and a receiver. When the transmitted signal strikes an object (target) some of the energy is sent back as a reflected signal. The receiving antenna collects a portion of the returning energy (called the ECHO SIGNAL) and sends it to the receiver. The receiver detects and amplifies the echo signal. The information is then sent to the indicator.

RADAR WAVEFORM

A representative radar pulse (waveform) is shown in figure 6-1. The number of these pulses transmitted per second is called the PULSE REPETITION FREQUENCY (PRF) or PULSE REPETITION RATE (PRR). The time from the beginning of one pulse to the beginning of the next pulse is called the PULSE REPETITION TIME (PRT). The PRT is the reciprocal of the PRF (PRT = 1/PRF). The duration of the pulse (the time the transmitter is radiating energy) is called the PULSE WIDTH (PW). The time between pulses is called REST TIME or RECEIVER TIME. The pulse width plus the rest time equals the PRT (PW + Rest Time = PRT).

RANGE DETERMINATION

The distance to the target (range) is determined by the time required for the pulse to travel to the target and return. The velocity of electromagnetic energy is 186,000 statute miles per second, or 162,000 nautical miles per second. (A nautical mile is the accepted unit of distance and is equal to 6076 feet.) However, in many instances, measurement accuracy is secondary to convenience, and as a result a unit known as the RADAR MILE is commonly used. A radar mile is equal to 2000 yards or 6000 feet. The small difference between a radar mile and a nautical mile introduces an error of about one per cent in range determination.

For purposes of calculating range, the two-way travel of the signal must be taken into account. It can be found, that it takes approximately 6.18 microseconds for electromagnetic energy to travel one radar mile. Therefore, the time required for a pulse of energy to travel to a target and return is 12.36 microseconds per radar mile. This takes into account the two-way travel time. The range, in miles, to a target may be calculated by the formula—Range = $\Delta t/12.36$, where $\Delta t$ is the time between transmission and reception of the signal in microseconds. However, for shorter ranges and greater accuracy, range is measured in yards. Electromagnetic energy travels 328 yards per microsecond. Therefore, range in yards may be calculated by the formula—Range = $328\Delta t/164\Delta t$, where $\Delta t$ is in microseconds.
To illustrate one basic method of measuring range by radar, refer to figure 6-2. Assume that a target ship is 20-miles away from the radar. Using the formula for range, it is calculated that it takes a total of 247 microseconds to reach the target and return to the receiver.

Figure 6-2 shows how the range to the target is determined: ① the transmitted pulse is just leaving the antenna. A part of the generated energy is fed to the vertical deflection plates of a cathode-ray tube (scope) at the instant the pulse is transmitted. The potential on the vertical deflection plates cause a vertical line (pip) to appear at the zero-mile mark on the scope; ② 61.8-microseconds later, the transmitted pulse has traveled 10 miles toward the target. Note however, that the trace has only reached the 5-mile mark on the scope, that is, one-half the distance the transmitted pulse has traveled (the sweep frequency is timed to indicate one-half distance); ③ 123.6 microseconds after the initial pulse left the transmitter, the transmitted pulse has reached the target, 20 miles away, and the echo has started back. The scope reading is now 10 miles; ④ 185.4-microseconds after the start of the initial pulse, the echo has returned half the distance from the target, and the scope reading is 15 miles; ⑤ 247-microseconds after the initial pulse, the echo has returned to the receiving antenna. This relatively small amount of energy, called an ECHO, is amplified in the radar receiver, and applied to the vertical deflection plates of the indicator unit which contains the display scope. The echo pip (of smaller amplitude than the initial energy burst) is finally displayed on the scope at the 20-mile mark.

If two or more targets are in the path of the transmitted pulse, each will return a portion of the incident energy as echoes. The targets farthest away (assuming they are similar in size and type of material) will return the weakest echo.

RADAR SYSTEM PARAMETERS

Once the pulse of electromagnetic energy is emitted by the radar, a sufficient length of time must elapse to allow any echo signals to return and be detected before the next pulse is transmitted. Therefore, the PRT of the radar is determined by the longest range at which targets are expected. If the PRT were too short (PRF too high) signals from some targets might arrive after the transmission of the next pulse. This could result in ambiguities in measuring range. Echoes that arrive after the transmission of the next pulse are called SECOND RETURN ECHOES (also SECOND TIME AROUND or MULTIPLE TIME AROUND ECHOES). Such an echo would appear to be at a much shorter target range than actually exists and could be misleading if not identified as a second return echo. The range beyond which targets appear as second return echoes is called the MAXIMUM UNAMBIGUOUS RANGE. Maximum unambiguous range may be calculated by the formula: maximum unambiguous range = PRT/12.36; where range is in miles and the PRT is in microseconds. Figure 6-3 illustrates the principles of the second return echo.
Figure 6-2.— Radar range determination.

Figure 6-3 shows a signal with a PRT of 619 microseconds, which results in a maximum unambiguous range of 50 miles. Target number 1 is at a range of 20 miles; its echo signal takes 247 microseconds to return. Target number 2 is actually 65-miles away, and its echo signal takes 803 microseconds to return. However, this is 185-microseconds after the next pulse was transmitted; therefore, target number 2 will appear to be a weak target 15-miles away. Thus, the maximum unambiguous range is the MAXIMUM USABLE RANGE and shall be referred to from now on as simply MAXIMUM RANGE. (It is assumed here, that the radar has sufficient power and sensitivity to achieve this range.)

If a target is so close to the transmitter that its echo is returned to the receiver before the transmitter is turned off, the reception of the echo will be masked by the transmitted pulse. In addition, almost all radars utilize an electronic device to block the receiver for the duration of the transmitted pulse. However, DOUBLE RANGE ECHOES are frequently detected when there is a large target close by. Such echoes are produced when the reflected beam is strong enough to make a second trip, as shown in figure 6-4. Double range echoes are weaker than the main echo, and usually appear at twice the range.

Minimum range is usually measured in yards and may be calculated by the formula: minimum range = 164 PW where range is in yards and pulse width is in microseconds. Typical pulse widths range from fractions of a microsecond for short range radars to several microseconds for high power long range radars.

A radar transmitter generates RF energy in the form of extremely short pulses with comparatively long intervals of rest time. The useful power of the transmitter is that contained in the radiated pulses and is termed the PEAK POWER of the system. This power is normally measured as an average value over a relatively long period of time. Because the radar transmitter is resting for a time that is long with respect to the pulse time, the average power delivered during one cycle of operation is relatively low compared with the peak power available during the pulse time.

A definite relationship exists between the average power over an extended period of time and the peak power developed during the pulse time. The overall time of one cycle of operation is the reciprocal of the pulse repetition frequency. Other factors remaining constant, the greater the pulse width the higher will be the average power; and the longer the pulse repetition time, the lower will be the average power. Thus,

\[
\frac{\text{average power}}{\text{peak power}} = \frac{\text{pulse width}}{\text{pulse repetition time}}
\]
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These general relationships are shown in figure 6-5.

The OPERATING CYCLE of the radar transmitter can be described in terms of the fraction of the total time that RF energy is radiated. This time relationship is called the DUTY CYCLE and may be represented as:

\[
\text{duty cycle} = \frac{\text{pulse width}}{\text{pulse repetition time}}
\]

(Remember that PRT equals the reciprocal of PRF.) For example, the duty cycle of a radar having a pulse width of 2 microseconds and a pulse repetition frequency of 500 hertz is \(\frac{2 \times 10^{-6}}{2 \times 10^{-3}}\) or .001.

Likewise, the ratio between the average power and peak power may be expressed in terms of the duty cycle. In the following example it is assumed that the peak power is 200 kilowatts. Therefore, for a period of 2 microseconds a peak power of 200 kilowatts is supplied to the antenna, while for the remaining 1998 microseconds the transmitter output is zero. Because average power equals peak power times duty cycle, the average power equals \((2 \times 10^5) \times (1 \times 10^{-3})\) or 200 watts.

High peak power is desirable in order to produce a strong echo over the maximum range of the equipment. Conversely, low average power enables the transmitter tubes and circuit components to be made smaller and more compact. Thus, it is advantageous to have a low duty cycle. The peak power that can be developed is dependent upon the interrelation between the peak and average power, and the pulse width and
pulse repetition time, or, in other words, the duty cycle.

**RANGE AND BEARING ACCURACY**

If a scope were to have a presentation like the one illustrated in figure 6-6, it might be thought that the object reflecting the pips between the numbers 7 and 9 range scale marks is much larger than the object reflected between the 1 and 2 marks. This would be true if the transmitted pulse duration was extremely slight. However, the range equivalent of the pulse duration (being greater than zero) increases the apparent extent of each target. No matter how small an object is, its return pulse cannot be of shorter length than the transmitted pulse.

Because of this, if a transmitted pulse is 1 microsecond long, a target which was 1000 feet in range would cause an echo to extend 1500 feet on the range scale. (For example, the pip extending between 2 and 3.5 in fig. 6-6 would actually only be 1000-feet long.) Also, targets less than 500-feet apart cause one pip on the scope as the echo pulses would run together. (Thus, the echo between the range marks of 3.5 and 4.5 in fig. 6-6 might actually be two targets.) RANGE RESOLUTION is the term applied to the ability to separate close objects and is determined by the duration of the transmitted pulse, steepness of the transmitted pulse leading edge, the receiver bandwidth, and the indicator characteristics. Of these, the pulse width is the primary factor; the narrower the pulse width, the better the range resolution.

Measurement of azimuth and/or elevation angles of an object is accomplished by the use of a highly directional antenna. (Most radars use the same antenna for transmitting and receiving. This is accomplished with the use of a device called a duplexer and will be discussed in a succeeding chapter.) The orientation of the antenna when it is receiving maximum echo signal will indicate the azimuth or elevation of the target. The narrowness of the beam in the horizontal and vertical planes determines the bearing and elevation resolution respectively. The narrower the beam widths the better is the resolution. As will be illustrated in a later chapter, antenna beam widths are a function of the type of antenna used.

**BASIC RADAR BLOCK DIAGRAM**

A block diagram of a basic radar system is shown in figure 6-7. The pulse repetition frequency is controlled by the TIMER (also called TRIGGER GENERATOR or SYNCHRONIZER) in the modulator block. The pulse forming circuits in the modulator are triggered by the timer, and generate high voltage (HV) pulses of rectangular shape and short duration. These pulses are used as the anode supply voltage for the transmitter, and, in effect, turn it on and off. The modulator, therefore, determines the pulse width of the system. The transmitter generates the high frequency, high power RF carrier and determines the carrier frequency. The duplexer is basically an electronic switch which allows the use of a common antenna for both transmitting and receiving. The receiver section is basically a conventional superheterodyne receiver. In older radars no RF amplifier is found, due to noise problems with the RF amplifiers of that era.

**RADAR MODULATOR**

The modulator is considered to be the heart of the radar system. It produces accurately timed high voltage pulses of the proper width, amplitude, and polarity which actuate both transmitter and indicators.
Modulator Timing

Figure 6-8 illustrates the timing and shaping circuits used in the modulator. The timer, usually a sine wave oscillator such as a phase-shift or Wein bridge, determines the system PRF (PRT). Timing circuitry must generate stable outputs in both amplitude and frequency. Operational frequency is usually less than 1500 Hz, and is determined by the purpose and type of radar concerned.

The timer output is applied to shaping circuits which are usually found in the modulator. Here the sinusoidal voltage is formed into a very narrow pulse which corresponds to the 0° point of each cycle produced by the timer. The shaping circuits and associated waveforms are shown in figure 6-8.

Modulator Pulse Generator

The modulator pulse generator circuit develops a high-voltage driving pulse to key the radar transmitter.
Some radars have more than one pulse width available. Selection of either a short pulse, a beacon pulse, or a long pulse can be selected by the radar operator to best suit radar operation with the environmental condition. Generally, short pulse modes are used where high range resolution is required such as for tracking close-in targets, multiple targets, targets in chaff or clutter, and for navigating. The long pulse mode is the high-power mode which is used for detecting long range targets and operating in jamming. Beacon modes are used to aid in tracking certain targets. It is normally a pulse group (2 pulses each radar period) which trigger a transponder in an aircraft or shore party. A block diagram of a typical method of providing a modulator pulse to the transmitter is shown in figure 6-9.

The switching arrangement of the pulse-forming network creates a different time constant for a short pulse, long pulse, or beacon pulse. For example, two input trigger pulses are required to discharge the pulse-forming network when the pulse-forming switch is in the beacon position.

When the pulse-forming network discharges a high-voltage modulator pulse into the RF generator portion of the radar system transmitter, the RF generator oscillates to produce an RF output pulse via the waveguide to the antenna.

ARTIFICIAL TRANSMISSION LINES

Some of the characteristics of a transmission line, such as time delay, pulse shaping, and energy storage, can be used to advantage in a radar set. The physical length required of a real transmission line is too excessive for practical use. In this case an ARTIFICIAL TRANSMISSION LINE may be constructed by first determining the values of L and C in the real line, and lumping these component values into an artificial line. The artificial line will then have the same electrical characteristics as the real line. The construction of an artificial line is illustrated in figure 6-10. Note that the lumped values of L and C are used to replace the distributed L and C values which occur in a real line.

The artificial line will also produce the same delay characteristics as a real line. A voltage applied to the artificial line terminals at point A will appear at the terminals at point B delayed by a time interval which is determined.
by the values of L and C. The time delay may be calculated by using the formula:

\[ t_d = N \sqrt{LC} \]

where: \( t_d \) is the delay time in seconds, \( N \) is the number of artificial line sections; \( L \) the inductance in henrys per section, and \( C \) the capacity in farads per section.

The line (artificial line may be referred to as line in the remainder of this text) illustrated in figure 6-10 will have a delay time of:

\[ t_d = N \sqrt{LC} = 2 \cdot 10^{-4} \times 4 \times 10^{-6} \]

\[ = 2 \times 2 \times 10^{-6} \]

\[ = 4 \times 10^{-6} \text{ seconds or 4 microseconds} \]

An EMF applied to the input terminals of this line will NOT appear at the output terminals until 4 microseconds have elapsed.

Since the line presents the same series-parallel LCR circuit characteristics as a real line; the method of determining the characteristic impedance described in chapter 28 of volume I is used. The formula for determining characteristic impedance is:

\[ Z_0 = \frac{1}{\sqrt{LC}} \]

where \( Z_0 \) is the characteristic impedance in ohms; \( L \) is the inductance per section in henrys and \( C \) is the capacity per section in farads. The \( Z_0 \) of the circuit illustrated in figure 6-10 is:

\[ Z_0 = \frac{1}{\sqrt{LC}} = \frac{1 \times 10^{-6}}{4 \times 10^{-8}} \]

\[ = \sqrt{0.25} \times 10^8 \]

\[ = \sqrt{25} \times 10^2 \]

\[ = 5 \times 10 \text{ or 50 ohms} \]

Note that the addition of more line sections will not change the \( Z_0 \) since the \( L \) to \( C \) ratio remains constant.

The line is similar to the two wire transmission line, and does have a high-frequency limitation. Since the line is composed of inductance and capacitance; filtering action will take place. However, at a very high frequency, the square wave pulse will become distorted.

### CHARGING OPEN ENDED LINES

The d.c. charging circuit of an open ended artificial transmission line is illustrated in figure 6-11A. \( R_{CH} \) is the internal resistance of the source. The \( Z_0 \) of the line can be found by the formula:

\[ Z_0 = \sqrt{LC} = \sqrt{1 \times 10^{-6}} = \sqrt{1 \times 10^4} = 100 \text{ ohms} \]

The time delay for one way travel is:

\[ t_d = N \sqrt{LC} = 2 \sqrt{1 \times 10^{-4} \times 1 \times 10^{-8}} \]

\[ = 2 \times 10^{-6} \text{ or 2 microseconds} \]
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The d.c. charging sequence starts when S1 is closed. Since \( Z_0 = R_{ch} \) one-half of \( E_{bb} \) will be applied to the line at point (1). The first section of the line, composed of L1 and C1, charges to \( E_{bb}/2 \) at \( t_1 \) or 1 microsecond (fig. 6-11B). At this time 50 volts is measured at points (1) and (2), but the voltage at point (3) is zero. Two microseconds after \( E_{bb} \) is applied to the circuit, the second section of the line, L2 and C2, charges to \( E_{bb}/2 \) or 50 volts. At this instant 50 volts can be measured at points (1), (2), and (3) (fig. 6-11C). The voltage wave which travels from the input terminals to the output terminals of the line is called the INCIDENT WAVE.

While the line is charging to \( E_{bb}/2 \), charge current flows through L1 and L2. The instant C2 charges to 50 volts, the magnetic field around L2 collapses, increasing the charge on C2 to \( E_{bb} \) or 100 volts. At this instant the voltage measured at point (3) is 100 volts; this is the start of the REFLECTED WAVE. The open end of the line now acts as a 100 volt source, and the reflected wave travels back to the input terminals, increasing the charge on the line from 50 volts to 100 volts. After 3 microseconds, 50 volts is measured at point (1) while 100 volts is measured at points (2) and (3) (fig. 6-11D). After 4 microseconds, 100 volts is measured at points (1), (2), and (3), and the line is fully charged to \( E_{bb} \) with zero current (fig. 6-11E).

It is necessary that \( Z_0 \) and \( R_{ch} \) be equal if the line is to be fully charged after one incident and reflected wave. If \( R_{ch} \) is less than \( Z_0 \), the voltage applied to the line is greater than \( E_{bb}/2 \), and the line will oscillate above and below the value of \( E_{bb} \) several times before charging to \( E_{bb} \). If \( R_{ch} \) is greater than \( Z_0 \) it will take more than one incident and one reflected wave to charge the line to \( E_{bb} \). The line will charge in a stair step fashion and the number of steps will be determined by the degree of mismatch.

A shorted end line will charge in the same manner as the line in figure 6-11. In the shorted end line, the incident and reflected waves will be current waves rather than voltage waves. When the shorted end line is fully charged, current will be maximum and voltage will be zero.

**D.C. RESONANCE CHARGING**

Another method of charging an artificial transmission line is illustrated in figure 6-12A.

In this circuit, the line will be used for charge storing and designated \( C_{st} \). Charge current flows through series inductor \( L_{ch} \). The inductance of \( L_{ch} \) is much greater than the inductance present in the \( C_{st} \). When S1 is closed, \( C_{st} \) starts to charge to \( E_{bb} \). The charge current of \( C_{st} \) flowing through \( L_{ch} \) produces a magnetic field.

When \( C_{st} \) is charged to \( E_{bb} \), the field around \( L_{ch} \) collapses, increasing the charge on \( C_{st} \) to approximately 1.9 \( E_{bb} \) (fig. 6-12B). At this point, the field surrounding \( L_{ch} \) has completely collapsed, and \( C_{st} \) will discharge through the source. Since \( C_{st} \) and \( L_{ch} \) form a series resonant circuit, the voltage appearing across \( C_{st} \) will take the form of a damped sine wave with \( E_{bb} \) as the reference level. The frequency of oscillation will be dependent on the values of \( L_{ch} \) and \( C_{st} \); the damping time will be dependent on the circuit \( R_{loss} \) losses.

The advantage of this charging method lies in the magnitude of \( C_{st} \) charge occurring at \( t_1 \) in figure 6-12B. If, at this instant, \( C_{st} \) is disconnected from the charge path and connected to a load, it can supply a voltage which is 95% greater than the source, \( E_{bb} \). This system would require very critical timing. If S1 were automatically opened at \( t_1 \), \( C_{st} \) would retain its charge of 1.9 \( E_{bb} \).

In figure 6-13A the switch is replaced by diode V1. \( C_{st} \) charges through V1 and \( L_{ch} \).
When $C_{st}$ is charged to $E_{bb}$, the field around $L_{ch}$ collapses, charging $C_{st}$ to about 1.8 $E_{bb}$. The charge on $C_{st}$ is less than the charge achieved in figure 6-12B due to the voltage drop across $V_1$. $C_{st}$ cannot discharge due to diode $V_1$, and will now retain a charge of 1.8 $E_{bb}$ until a discharge path is provided.

DISCHARGING OPEN ENDED LINES

Figure 6-14 illustrates the waveshape produced when an artificial transmission line is discharged into a load which has an impedance ($Z_R$) that matches the characteristic impedance ($Z_0$) of the line. Assume that the line ($Z_0$) had been charged to some value of voltage ($E_{bb}$) and $S_1$ is open. At this time line voltage equals $E_{bb}$ and load voltage equals zero. $S_1$ is closed at time $t_0$ (fig. 6-14B). At this instant, line voltage ($E_{Z0}$) drops to $E_{bb}/2$ and load voltage ($E_{ZR}$) increases to $E_{bb}/2$. The changes are equal because $Z_0 = Z_R$. The discharge sequence of the line is similar to the charge sequence. An incident wave occurs from time $t_0$ to $t_d$ discharging the line by half. The reflected wave occurs from time $t_d$ to $2t_d$ completely discharging the line. When $Z_R = Z_0$, the output voltage ($E_{ZR}$) will be a pulse with an amplitude equal to $E_{bb}/2$ and a pulse width equal to $2t_d$.

When load impedance is greater than line impedance, several incident and reflected waves will occur before the line is completely discharged. The pulse which will appear across the load impedance is illustrated in figure 6-15. Note that the pulse width is greater than the normal time of $2t_d$.

When load impedance is less than line impedance, the load voltage is less than the line voltage and after a discharge time of $2t_d$, the line recharges in the opposite polarity. The resultant output pulse is illustrated in figure 6-16. Note that once again the total discharge time is greater than $2t_d$.

Artificial transmission lines have many applications in radar transmitters and receivers. In receivers they are used to provide controllable time delays for triggers and video signals. In transmitters they are used as pulse forming networks to store and deliver high voltage energy in the form of a pulse to the transmitter's power oscillator/power amplifier.
SWITCHING DEVICES

After the pulse forming network has been charged, some method of switching must be provided to allow the pulse forming network to discharge through the load. The switch must be able to handle a high pulse repetition frequency and pass a current flow which may exceed 100 amperes. The switch must also provide accurate control of the on and off time interval.

One method of switching is illustrated in figure 6-17A. In this case, a hydrogen thyratron is used as the switching device. During $t_1$ (fig. 6-17B) the thyratron is not conducting, and the pulse forming network (line) charges through $L_{ch}$ and the charging diode. The pulse forming network charges to approximately 1.8 times the source voltage. At the start of $t_2$, a trigger pulse, which corresponds in time with the master timer trigger, is applied to the grid of the thyratron. The thyratron is driven into conduction, allowing the line to discharge into the load. Since the line impedance ($Z_0$) of the line is closely matched to the impedance of the load $Z_R$, one half of the line voltage is dropped across the load.

At the end of $t_2$, the line voltage decreases rapidly and the thyratron de-ionizes. The width of the pulse appearing across the load is determined by the two way delay time of the line.

If there is a slight impedance mismatch ($Z_R$ is less than $Z_0$) between the pulse forming network and the load, the line will tend to recharge slightly in the opposite direction (fig. 6-16). This opposite charge would increase the current through $L_{ch}$, causing the pulse forming network voltage to increase during the normal charge cycle. Pulse forming network voltage will keep increasing during each succeeding cycle until breakdown of either the load or thyratron occurs.

The bypass diode and inductor L are connected in shunt with the thyratron to prevent inverse charging of the line. If an inverse charge is present on the line, the bypass diode conducts providing a discharge path through the inductor. The discharge current produces a magnetic field around $L_1$. When the discharge current stops, the field around $L_1$ collapses causing a slight charge of the proper polarity in the pulse forming network.

PULSE TRANSFORMER

The load connected to the line or storage circuit, will be applied to the pulse transformer of a magnetron (master oscillator power amplifier). A pulse transformer is used to step up the high voltage pulse from the pulse forming network and provide impedance matching between the magnetron and the line. Pulse transformer design is critical because of the high frequency components present in the output pulse.
core is composed of thin laminations of ferromagnetic material, usually silicon steel. Close coupling between primary and secondary reduces leaking inductance to preserve the steep leading edge of the input pulse. Low interwinding capacitance is desired to prevent high frequency oscillations. Close coupling is attained between primary and secondary by winding the primary directly on the secondary and by using the same leg of the core for both windings. The secondary is usually a BIFILAR WINDING.

The bifilar winding secondary is illustrated in figure 6-18. It is made up of two insulated conductors, wound side by side so that exactly the same voltage is induced in each. The bifilar winding acts as two secondaries which have equal and inphase voltages induced in them. The bifilar winding permits the use of a filament secondary without high voltage insulation.

Bypass capacitors, C1 and C2, are often used so that pulse current will flow directly to the bifilar winding, without affecting the filament circuit.

PROTECTIVE DEVICES

Occasionally, an OVERVOLTAGE condition may exist in the pulse forming network. The line will charge to a higher voltage than normal, and an excessively high negative pulse will be applied to the magnetron. Frequent overvoltages can cause arcing and damage to the magnetron.

An overvoltage spark gap is connected across the pulse transformer secondary to prevent excessively high pulse voltages from being applied to the magnetron (fig. 6-19). The gap width is manually adjusted for the desired value of voltage which will produce arcover.

Stray capacitance and leakage inductance in the pulse transformer secondary circuit, produce a series of oscillations after the main pulse has been applied (fig. 6-19B). The negative portions of this waveshape will produce a spurious output from the magnetron which can obliterate any short range targets. These oscillations are not produced during the main pulse, due to the low impedance shunting provided by the conducting magnetron. A DAMPING DIODE is connected in parallel with the magnetron to eliminate the effects of these oscillations. When the negative main pulse is applied to the magnetron cathode, the damping diode does not conduct. The damping diode will conduct during the positive portion of the oscillations (fig. 6-19C); shunting the magnetron with a low impedance and causing the oscillations to dampen very rapidly.

DESPIKING CIRCUIT

The magnetron is a nonlinear impedance and will not be matched to the line under all con-
The mismatch can cause a spike to appear at the leading edge of the pulse. The spike can be minimized by introducing an RC circuit in parallel with the primary as shown in figure 6-20. This is called a Despiking Circuit. The resistance is chosen to equal the impedance of the pulse forming network, and the capacitance is chosen to be small enough so as to be almost completely charged after the oscillator draws full load current.
CHAPTER 7

WAVEGUIDES AND CAVITY RESONATORS

The high frequencies employed by radar make possible the use of two unique, but very practical, devices—WAVEGUIDES and CAVITY RESONATORS. A waveguide is a metallic pipe which is used to transfer high frequency electromagnetic energy. A cavity resonator is a metallic cavity in which electromagnetic oscillations exist when the device is properly excited.

Fundamentally, there are two methods of transferring electromagnetic energy. One method is by means of current flow through wires. The other is by movement of electromagnetic fields. The transfer of energy by electromagnetic field motion and by current flow through conductors may appear to be unrelated. However, by considering two-wire lines as elements which guide electromagnetic fields, the current flowing through the conductors may be considered to be the result of the moving fields.

At microwave frequencies, a two-wire transmission line is a poor means of transferring electromagnetic energy because it does not confine electromagnetic fields in a direction perpendicular to the plane which contains the wires. This results in energy escaping by radiation, as illustrated in figure 7-1. Electromagnetic fields may be completely confined when one conductor is extended around the other to form a coaxial cable. Figure 7-2 illustrates this.

Energy in the form of electromagnetic fields may be transferred very efficiently through a line that does not have a center conductor. The type of line used for this purpose is a waveguide. The field configuration in a waveguide is different from that in a coaxial cable due to the missing conductor. Waveguides may be rectangular, circular, or elliptical in cross-section.

The three types of losses in RF lines are COPPER (I^2 R) LOSSES, DIELECTRIC LOSSES, and RADIATION LOSSES. The conducting area of a transmission line will determine the amount of copper loss. Dielectric losses are due to the heating of the insulation between the conductors of a transmission line. Radiation losses are due to the radiation of energy from the line.

With the above facts in mind, the advantages of waveguides over two-wire and coaxial transmission line will now be discussed. A waveguide has a large surface area. A two-wire line consists of a pair of conductors with relatively small surface area. The surface area of the outer conductor of a coaxial cable is large, however, the
inner conductor is relatively small. At microwave frequencies, skin effect restricts the current carrying area of a conductor to a very small layer at the conductor's surface. Although energy transfer is due to electromagnetic field motion, the magnitude of the field is limited by the current carrying area of the conductor. From the above facts, it can be seen that the waveguide will have the least copper loss of the three types of transmission line considered. Dielectric losses are very low in waveguides. This is due to there being no center conductor requiring solid dielectric supports. The dielectric in a waveguide is air, which has very low dielectric loss. Radiation losses are negligible in a waveguide, since the electromagnetic fields are contained wholly within the guide.

The power handling capability of a waveguide is greater than that of a coaxial cable of equal size. Power is a function of $E^2/Z_0$, $E$ is limited by the distance between conductors. In the coaxial cable illustrated in figure 7-3, this distance is $S_1$. In the circular waveguide illustrated (fig. 7-3) this distance is $S_2$, which is much greater than $S_1$. Therefore, the waveguide is able to handle greater power before the voltage exceeds the breakdown potential of the insulation.

In view of the advantages of waveguide transmission line, it would appear that the waveguide should be the only type of line used. However, waveguides have certain disadvantages which make them practical only at extremely high frequencies.

The width of a waveguide must be approximately a half-wavelength at the frequency to be propagated. A waveguide for use at one megahertz would have to be about 700-feet wide. At 200 MHz, the required width would be about four feet. At 10,000 MHz, a width of only about one inch is required. Thus, the physical dimensions required of a waveguide make the use of this type of transmission impractical below approximately 1000 MHz. If the width of the waveguide is less than a half-wavelength at a certain frequency, energy at that frequency, and all other frequencies below it, will not travel down the guide. There is also an upper limit to the frequency which a particular waveguide will transport. Therefore, the frequency range of any system utilizing waveguides is limited.

The installation of a waveguide system is carefully designed beforehand. The ideal situation would be one continuous section of waveguide between transmitting and receiving points. In practice, however, sections of waveguide must be connected together to form the complete line. This

requires special couplings to prevent discontinuities in the line and leakage of energy. Also, to reduce skin effect losses, the inside surfaces of a waveguide are often plated with gold or silver. These requirements increase the cost and decrease the practicality of a waveguide system at any but microwave frequencies.

DEVELOPMENT OF WAVEGUIDES FROM PARALLEL LINES

Figure 7-4 shows a section of two-wire transmission line supported on two insulators. The insulators may be made of plastic, porcelain, or similar material. From the view point of the line, the insulators must present a very high impedance to ground. If the insulators act as a low impedance the line would be short-circuited or bypassed to ground. At very high frequencies, the porcelain insulators are not satisfactory, because they no longer present a high impedance to ground. A superior high frequency insulator is a quarter-wave section of RF line short-circuited at one end. Such an insulator is shown in figure 7-5. The impedance of a short-circuited quarter-wave section of RF line is very high at the open end (the junction of the two-wire line). This type of insulator is known as a metallic insulator. A metallic insulator may be placed anywhere along a two-wire line. Figure 7-6 shows several metallic insulators on each side of a two-wire line. It should be noted that the insulators are a quarter-wave length at only one frequency. This severely limits the broadband efficiency of this type of two-wire line.

The addition of each quarter-wave section increases the rigidity of the line. When more and more sections are added, until each section makes contact with the next, the result is a rectangular box. The line itself is actually part of the walls of the box. The rectangular box thus formed is a waveguide. This action is illustrated in figure 7-7.
As shown in figure 7-8, the wide dimension of a waveguide (that which contains the transmission line’s conductors) is called the “a” dimension, and determines the range of operating frequencies. The narrow dimension (or short-circuiting bar) is called the “b” dimension and determines the power handling capability of the guide.

The maximum power handled by a waveguide is directly proportional to the maximum voltage which exists between the “a” walls. In a capacitor, the working voltage is dependent upon the distance between the plates and the type of dielectric material. This same condition holds true for waveguides. Thus, the narrow or “b” dimension will determine the voltage handling capability. In figure 7-8, the “b” dimension of waveguide 2 is twice that of waveguide 1. Therefore, twice as much voltage can exist across waveguide 2 than can exist across waveguide 1. Since power is a function of the square of voltage, the power handling capability of waveguide 2 will be four times that of waveguide 1.

**EFFECT OF A WAVEGUIDE ON DIFFERENT FREQUENCIES**

Previously, it was stated that the use of quarter-wave metallic insulators limited waveguide operation to a single frequency. However, when a solid wall of quarter-wave insulator sections is used, the guide will operate over a small range of frequencies.
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Figure 7-8.—Labeling waveguide dimensions.

A waveguide may be considered as having upper and lower sections of metallic insulators and a central section of bus bar, as in figure 7-9A. In this figure, distance ab equals cd, which in turn equals one-quarter wavelength, Distance bc is the width of the bus bar. At some higher frequency (assuming the overall dimensions of the guide to be held constant) the required length of the quarter-wave sections decreases. In turn, the width of the bus bar is in effect increased as illustrated in figure 7-9B. Theoretically, the waveguide could function at an infinite number of frequencies, as the length of the quarter-wave sections approaches zero. However, in practice, theoretical performance is prevented by certain other factors which will be discussed later.

Decreasing the frequency of a signal applied to a given waveguide will effectively lengthen the quarter-wave sections, and narrow the bus bar. Below some frequency the bus bar will cease to exist, because the quarter-wave sections converge. At a still lower frequency, the required quarter-wave sections become even longer, as shown in figure 7-9C. Now they can no longer be accommodated within the dimensions of the guide. It follows that in a waveguide there is a low frequency limit, or cutoff frequency (f_co), below which the waveguide cannot transfer energy. The cutoff frequency, for a given rectangular waveguide, is the frequency at which the “a” dimension of the guide is one-half wavelength. The “a” dimension of most waveguides is made 0.7 of the desired cutoff frequency wavelength. This allows the waveguide to handle a small range of frequencies both above and below the designed center frequency. The narrower “b” dimension is governed by the breakdown potential of the dielectric, which is usually air. Dimensions of 0.2 to 0.5 wavelengths are common for the “b” sides.

Figure 7-9.—Frequency effects on waveguide “bus bar.”
ELECTROMAGNETIC FIELDS IN A WAVEGUIDE

A good working knowledge of the fields which exist in a waveguide is necessary, since in a waveguide energy is transferred by electromagnetic fields. The currents and voltages present are a result of the fields. In any waveguide, two inseparable fields are present. They are the MAGNETIC FIELD and the ELECTRIC FIELD.

THE ELECTRIC FIELD

The existence of an electric field indicates a difference of potential between two points. An electric field consists of a stress in the dielectric, and is represented, in diagrams, by arrows. The simplest form of electric field is the field that forms between the plates of a capacitor, as shown in figure 7-10A. When the top plate of the capacitor is made positive with respect to the bottom plate, electrons move from the top plate to the bottom plate through the external circuit. This sets up a stress in the dielectric between the plates. This stress is represented by arrows, pointing from the more positive point toward the more negative point.

In representing electric fields, the number of arrows indicate the relative strength of the field. In the case of the capacitor of figure 7-10A, note that the arrows are evenly spaced across the area between the two plates. The reason for this is that the potential across the plates is equally distributed. This set of lines represents an electric field. Electric field is abbreviated E-field, and the lines of stress are called E-lines.

The two wire transmission line, illustrated in figure 7-10B, has an instantaneous standing wave of voltage applied to it by the generator. The line is short-circuited at one-wavelength. The instantaneous E-field strength is the same at the positive and negative voltage peaks, but the arrows, representing each field, point in opposite directions. The voltage across the line varies sinusoidally. Therefore, the density of the E-lines varies sinusoidally.

An easy way to show the development of the E-field in a waveguide is with the use of a two-wire line separated by quarter-wave metallic insulators. Figure 7-11 illustrates a two-wire line with several double quarter-wave insulators, or half-wave frames, used as insulators. The E-field on the main line is the same as that on the transmission line of figure 7-10B. The half-wave frames located at points of high voltage will have a strong E-field across them. The half-wave frames located at planes of minimum voltage will have no E-field across them.

Frame No. 1 in figure 7-11 is an example of an insulator section which has a strong E-field across it. Frame No. 2 is at zero voltage plane and has no field across it. Frame No. 3 also has a strong field, but of the opposite polarity. Frame No. 4 has a weaker field across it. Each frame is also shown below the main line for clarity. This illustration is a build up to the three dimensional aspect of the full E-field in a waveguide.

Figure 7-12A illustrates the E-field of a voltage standing wave across a one-wavelength section of waveguide which is shorted at one end. The E-field is strong at one-quarter and three-quarter distances from the shorted end. It becomes weaker, at a sine rate, toward the upper and lower ends and toward the center. It should be realized that this is an instantaneous illustration representing the instant that the standing wave is
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Figure 7-10.—Representing electric fields.
The magnetic lines of force which make up the magnetic field are caused by current flow through the conducting material. The presence of the magnetic lines of force is shown by closed loops around the single wire in figure 7-13A. The line forming the loop is a magnetic line of force, or H-line. The H-line must be a continuous closed loop in order to exist.

All the lines associated with current are collectively called a magnetic field or H-field. The strength of the H-field varies directly with the amount of current. Each H-line has a certain direction. This direction may be determined by the left hand rule which states that if the conductor is gripped in the left hand with the thumb extended in the direction of current flow, the fingers will point in the direction of the magnetic lines of force. The strength of the H-field is indicated by the number of H-lines in a given area.

Although H-lines encircle a single straight wire, they behave differently when the wire is formed into a coil, as shown in figure 7-13B. In a coil the individual H-lines tend to form around each turn of wire, but in doing so take opposite directions between adjacent turns. This results in cancellation of the field between the turns. Inside and outside the coil, the direction is the same for each H-field. Therefore the fields join and form a continuous H-line around the entire coil.

A similar action takes place in a waveguide. In figure 7-13C a two-wire line with quarter-wave sections is shown. Current flows in the main line and in the quarter-wave sections. The current direction produces the individual H-lines around each conductor as shown. At half-wave intervals on the main line, current will flow in opposite directions. This produces H-line loops having opposite directions (the individual loops on the main line are in opposite directions). When a large number of sections exist, the fields cancel between the sections, but are additive inside and outside the sections. Thus, all around the framework they join so that the long loop shown in
Figure 7-12.—E-field of a voltage standing wave across a one-wavelength section of waveguide.

Figure 7-13D is formed. Outside the waveguide the individual loops cannot join to form a continuous loop. Therefore, there is no magnetic field outside of a waveguide.

Figure 7-14 shows a conventional presentation of the magnetic field in a waveguide three half-wavelengths long. Note that the field is the strongest at the edges of the waveguide. This is where the current is highest. The current is minimum near the center of each set of loops because at that point the standing wave of current is zero at all times. The end view shows the field as it appears one quarter-wavelength (λ/4) from the end of the waveguide. Figure 7-14 represents an instantaneous condition. During the peak of the next half-cycle of the input, all field directions are reversed.

BOUNDARY CONDITIONS

The travel of energy down a waveguide is similar to but not identical to that of the propagation of electromagnetic waves in free space. The difference is that the energy in a waveguide is confined to the physical limits of the guide. If energy is to be propagated through a waveguide, two boundary conditions must be met.

The first condition (illustrated in fig. 7-15) is that an electric field must be perpendicular to a conductor in order to exist at the surface of that conductor. The converse of this statement is also true. Assuming a perfect conductor, if an electric field has a component parallel to the conductor, the electric field cannot exist at the surface of that conductor.
The second boundary condition is that, at the surface of the waveguide, there be no perpendicular component of the magnetic field. This condition is satisfied by the configuration of the magnetic field, since all the H-lines are parallel to the surface of the waveguide.

Electric and magnetic fields exist simultaneously in a waveguide. In fact, the E-field causes a current flow which in turn produces an H-field. Therefore, neither field can exist alone.

**MODES OF OPERATION**

Figure 7-16A illustrates the two fields which exist in a waveguide. Details of this three-dimensional figure are amplified in figures 7-16B, C, and D. In these diagrams the number of E-lines in a given area indicates the strength of the electric field, while the number of H-lines in a given area indicates the strength of the magnetic field in that area.
The field configuration shown in figure 7-16, represents only one of the many ways in which fields are able to exist in a waveguide. Such a field configuration is called a MODE OF OPERATION. The DOMINANT MODE is the easiest mode to produce. Other modes (i.e., different field configurations) may occur accidentally, or may be caused deliberately.

The dominant mode is the most efficient mode (has least attenuation). Normally, waveguides are designed so that only the dominant mode will be conducted. To operate in the dominant mode, a waveguide must have an “a” dimension of at least one half-wavelength at the frequency to be propagated. To insure that only the dominant mode will exist, the “a” dimension of the guide must be maintained near the minimum allowable value. In practice this dimension is usually \( \frac{7}{5} \) of a wavelength.

The dominant mode has the lowest cutoff frequency. This, of course, is its low frequency limit. The high frequency limit of a waveguide is a frequency at which its “a” dimension becomes large enough to allow operation in a higher mode than that for which the system has been designed.

In some cases, waveguides may be designed to operate in a mode other than the dominant mode. An example of this is illustrated in figure 7-17. If the size of the waveguide in this figure is doubled over that of the waveguide in figure 7-16, the “a” dimension will be a full wavelength long. The two-wire line may be assumed to be a quarter-wave length from one of the “b” walls as shown in figure 7-17A. The remaining distance to the other “b” wall is three-quarters of a wavelength. The three-quarter wave section has the same high impedance input as the quarter-wave section, therefore, the two-wire line is properly insulated. The field configuration will show a full wave across the “a” dimension, as illustrated in figure 7-17B.

Although rectangular guides are used almost exclusively in radar systems, circular waveguides find application in specific areas. Figure 7-18 illustrates the dominant mode of a circular waveguide. The cutoff wavelength of a circular guide is 1.71 times the diameter of the guide. Thus, the diameter must be 2/1.71, or approximately 1.17, times the “a” dimension of a rectangular guide having the same cutoff frequency. Circular waveguides are often used in the rotating portion of a radar antenna system.

MODE NUMBERING SYSTEM

Thus far, only the most basic type of E- and H-field arrangement has been shown. It is sometimes necessary to have a more complex arrangement to facilitate coupling, isolation, or types of operation. To describe the various arrangements of modes of operation, the field arrangements are first divided into two categories: TRANSVERSE ELECTRIC and TRANSVERSE MAGNETIC. These fields are abbreviated TE and TM, respectively.

In a transverse electric mode, all parts of the electric field are perpendicular to the length of the guide, and no E-field is parallel to the direction of travel.

In a transverse magnetic mode, the place of the H-field is perpendicular to the length of the waveguide. No H-line is parallel to the direction
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Figure 7-16.—E- and H-fields in a waveguide.

Figure 7-17.—Operating in other than dominant mode.

Figure 7-18.—Circular guide showing dominant mode.
of travel. In addition to the designation TE or TM, subscript numbers are used to complete the description of the field pattern. In rectangular waveguides, the first subscript indicates the number of half-wave patterns in the "a" dimension and the second subscript indicates the number of half-wave patterns in the "b" dimension. In circular waveguides, the first subscript indicates the number of whole wavelength patterns around the circumference of the guide. The second subscript indicates the number of half-wave patterns along the diameter of the guide. The dominant mode for rectangular guides is designated TE$_{10}$, and the dominant mode for circular guides is TE$_{11}$, due to its ease in termination.

A method of numbering modes is by counting wavelengths. In the rectangular waveguide illustrated in figure 7-19A, all of the electric lines are perpendicular to the direction of movement. This makes it a TE mode. Across the guide along the wide dimension, the E-field varies from zero at the top, through maximum at the center, to zero at the bottom. As indicated, this is one-half wave, therefore the first subscript is one. In the direction across the narrow dimension parallel to the E-field, there is no intensity change, so the second subscript is zero. Thus, the complete description of this mode is TE$_{10}$.

Referring to the circular waveguide in figure 7-19B, the E-field is transverse and the letters which describe it are TE. Moving around the circumference starting at the top and going counterclockwise, the fields go from zero, through maximum positive, through zero, through maximum negative, and back to zero. This is one full wave, so the first subscript is one. Going through the diameter, the start is from zero at the top, through maximum at the center, to zero at the bottom. As this is one half-wave the second subscript is one, making this circular mode TE$_{11}$.

Various circular and rectangular modes are possible. You can verify the numbering system using the diagrams in figure 7-20. Note that the magnetic and electric fields are maximum in intensity in the same area. This indicates that the current and voltage are in phase. This is the condition which results when there are no reflections to cause standing waves.

**BEHAVIOR OF ELECTROMAGNETIC WAVES WITHIN A WAVEGUIDE**

When a small probe is inserted in a waveguide, and excited with RF energy, it will act as a vertical antenna. Positive and negative wavefronts will be radiated from the probe, as shown in figure 7-21.

The portion of any wavefront traveling in direction B will be rapidly attenuated because it will not fulfill the required boundary conditions. The portions of any wavefront traveling in directions A or C will resolve themselves into oblique wavefronts traveling across the guide. This action is illustrated in figure 7-22. The angles at which the oblique wavefronts strike and are reflected from, the walls of the guide are very important. The angle at which the wavefront strikes the wall of a guide is known as the angle of incidence ($\theta$). This angle is depicted on the upper left of figure 7-22. The angle at which the wavefronts are reflected from the wall of a guide is known as the angle of reflection, ($\phi$), and is depicted on the upper right of figure 7-22.

Another method of defining the angles of incidence and reflection is also shown in the center of figure 7-22. The solid line indicates the path of a wavefront traveling in the direction indicated by the arrowhead. The angle formed by this path and a normal (perpendicular) dropped from the wall of the guide at the intersection of path and wall is also the angle of incidence. The angle formed by the broken line, the point of reflection, and the normal is the angle of reflection. Observe that each angle described above is equal to its counterpart, $\theta = \phi$ and $\theta = \phi$, regardless of the method used to determine the value of said angle.

The angles of incidence and reflection are a function of frequency for any given waveguide. Figure 7-23 illustrates the angles of incidence and reflection for a high frequency (A), a medium frequency (B), and a frequency just above the cut off frequency (C). As the frequency being transmitted decreases, the angles decrease. Just
below the cutoff frequency, the angles of incidence and reflection become zero. Therefore, at any frequency lower than \( f_0 \), the wavefronts will be reflected back and forth across the guide, setting up standing waves and no energy will be conducted down the guide.

In figure 7-23, though the wavefront is traveling with velocity of light, it is not moving straight down the guide. Its straight line velocity or axial velocity appears to be less than the speed of light. This axial or straight line velocity is called the GROUP VELOCITY \( (V_g) \). The relationship of the group velocity to the diagonal velocity illustrates an unusual phenomenon. Referring to figure 7-24, during a given time, a wavefront will move from point one to point two, a distance of \( L \), at the velocity of light \( (V_c) \). Due to this diagonal movement, the wavefront actually has moved down the guide only a distance \( G \). The velocity with which the wavefront has moved through distance \( G \) is the group velocity. However, if an instrument were used to detect the two positions at the wall, the positions would be a distance \( P \) apart. This distance is greater than distance \( L \) or \( G \). Therefore, the contact point between the wavefront and the wall appears to be moving with a velocity greater than the velocity of light. Since the phase of the RF has changed over distance \( P \), this velocity is called the PHASE VELOCITY \( (V_p) \). The mathematical relationship between the three velocities is given by the equation 

\[
V_c = \sqrt{V_g V_p}
\]

When a modulated RF signal is propagated down a waveguide, the modulation envelope will appear to move forward at the group velocity, while the individual RF cycles will appear to move forward through the envelope at the phase velocity. However, group velocity decreases with a decrease in frequency, and phase velocity increases with a decrease in frequency. At the same time group velocity is always less than the velocity of light by the same amount that phase velocity is greater than the velocity of light. Therefore, the overall movement of the signal is at the velocity of light.
METHODS OF COUPLING

Fundamentally, there are three methods of coupling energy into or out of a waveguide—PROBE, LOOP, and APERATURE. Probe, or capacitive, coupling is illustrated in figure 7-25. Its action is the same as that of a quarter-wave antenna. When the probe is excited by an RF signal, an electric field is set up (fig. 7-25A). The probe should be located in the center of the "a" dimension and a quarter-wavelength, or odd multiple of a quarter-wavelength, from the short-circuited end as illustrated in figure 7-25B. This is a point of maximum E-field and, therefore, is a point of maximum coupling between the probe and the field. Usually, the probe is fed with a short length of coaxial cable. The outer conductor is connected to the waveguide wall, and the probe extends into the guide, but is insulated from it as shown in figure 7-25C. The degree of coupling may be varied by varying the length of the probe, removing it from the center of the E-field, or shielding it.

In a pulse modulated radar system there are wide sidebands on either side of the carrier frequency. In order that a probe does not discriminate too sharply against frequencies which differ from the carrier frequency, a wide band probe may be used. This type of probe is illustrated in figure 7-25D for both low and high power usage. Figure 7-26 illustrates loop, or inductive, coupling. The loop is placed at a point of maximum H-field in the guide. As shown in figure 7-26A, the outer conductor is connected to the guide and the inner conductor forms a loop inside the guide. The current flow in the loop sets up a magnetic field in the guide. This action is illustrated in figure 7-26B. As shown in figure 7-26C, the loop may be placed in a number of locations. The degree of loop coupling may be varied by rotation of the loop.
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Figure 7-22.—Wavefront travel in a waveguide.
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A. HIGH FREQUENCY

B. MEDIUM FREQUENCY

C. LOW FREQUENCY
(APPROACHING CUTOFF)

\[ \phi = \angle \text{OF INCIDENCE} \]
\[ \phi = \angle \text{OF REFLECTION} \]

Figure 7-23.—Effects of frequency on angles of incidence and reflection.

The third method of coupling is aperture, or slot, coupling. This type of coupling is shown in figure 7-27. Slot A is at an area of maximum E-field and is a form of electric field coupling. Slot B is at an area of maximum H-field and is a form of magnetic field coupling. Slot C is at an area of maximum E- and H-field and is a form of electromagnetic coupling.

BENDS, TWISTS, AND JOINTS

Any abrupt change in the size, shape, or direction of a waveguide system will result in reflections. Usually a radar system will require bends or twists in its associated waveguides. Bends may be made if they have a radius of at least two wavelengths, as shown in figure 7-28A. The electromagnetic field may be rotated by twisting the waveguide as shown in figure 7-28B. The twists must be accomplished over a distance of at least two wavelengths.

Sometimes a sharp 90° bend is required. To avoid reflections the guide is bent 45° twice, one quarter-wave apart (fig. 7-28C). The combination of the direct reflection at one bend and the inverted reflection from the other bend will cancel and leave the fields as though no reflection had occurred. As shown, the bend can be made in either the narrow or wide dimension of the guide without changing the mode of operation.

It is practically impossible to construct a waveguide system in one piece. It is necessary to construct guide sections, which must be connected by joints. Any irregularities in the joints cause standing waves, and permit energy to be dissipated. A proper permanent joint affords a good connection between the parts of a waveguide and has very little effect on the fields. Normally, this type of joint is made at the factory. When it is used, the waveguide sections are machined within a few thousandths of an inch and then welded together. The result is a hermetically sealed and mirror smooth joint.

Where sections of waveguide must be taken apart for normal maintenance and repair, it is impractical to use a permanent joint. To permit portions of the waveguide to be separated, the sections
are connected by semipermanent joints of which the choke joint is the most common type. A cross-sectional view of a choke joint is shown in figure 7-29A and B. It consists of two flanges which are connected to the waveguide at the center (fig. 7-29C). The right flange is flat, and the one at the left is slotted one-quarter wavelength deep from the inner surface of the waveguide, at a distance of one-quarter wavelength from the point where the flanges are joined. The quarter-wavelength slot is short-circuited at the end. The two quarter-wavelength sections form a half-wavelength section and reflect a short-circuit at the place where the walls are joined together.
Electrically, this creates a short-circuit at the junction of the two waveguides. The two sections may actually be separated as much as a tenth of a wavelength without excessive loss of energy at the joint. This separation allows room to seal the interior of the waveguide with a rubber gasket for pressurization. The quarter-wave distance from the walls to the slot is modified slightly to compensate for the slight reactance introduced by the short space and the open circuit from the slot to the periphery of the flange.

The loss introduced by a well designed choke is less than 0.03 db, while an unsoldered permanent joint, well machined, has a loss of 0.05 db or more.

Rotating joints are usually required in a radar system where the transmitter is stationary and the antenna is rotatable. A simple method for rotating part of a waveguide system uses a mode of operation that is symmetrical about the axis, as shown in figure 7-30A and B. This requirement is met by using a circular waveguide and a mode such as $\text{TM}_01$. In this method, a choke joint may be used to separate the sections mechanically and to join them electrically as shown in figure 7-30C. The waveguide rotates, but not the field. The fixed field minimizes reflections. This is basically the method used for all rotating joints. Since most radars use rectangular waveguides,
the circular rotating joint must be inserted between two rectangular sections. A typical rotating joint is shown in figure 7-31. The joint consists of two sections of circular guide, one stationary, the other rotating. At the ends of each section of circular guide a transition, from the circular to the rectangular waveguide, occurs.

Note that the rectangular guide is operating in the $\text{TE}_{10}$ mode (the lines in the illustration of the guide represent the $E$-lines). The $E$-lines couple from the rectangular guide into the circular guide and excite the circular guide in the $\text{TM}_{01}$ mode. This is the mode that provides the required axial symmetry for rotating joints. At the top of the joint, the $E$-lines couple the energy into the rectangular guide which leads to the antenna. Here the guide is operating in the $\text{TE}_{10}$ mode.

**IMPEDANCE CHANGING DEVICES**

Often, RF transmission systems are not perfectly matched by their load devices. The standing waves that result are undesirable because of the associated power loss, reduction of power handling capability, and increase in frequency sensitivity. Impedance changing devices are therefore introduced near the sources of reflected waves. These devices provide a standing wave ratio (SWR) nearly equal to unity. Impedance changing devices are also employed near the source to provide a load impedance of optimum value for the source.

The principles used to achieve impedance matching in waveguides are the same as those used in conventional circuits. However, the physical appearance of the matching elements is different.

---

Figure 7-30.—Basic rotating joint.

Figure 7-31.—Representative rotating joint.
Figure 7-32 illustrates three irises used to introduce inductance or capacitance into a waveguide, their placement in the waveguide, and their equivalent impedance circuits. An iris is a metal diaphragm located in a transverse plane of a waveguide. It contains openings (called windows or apertures) through which the waves may pass.

Figure 7-32A illustrates an inductive iris. It places a shunt inductive reactance across the line. The wider the opening, the higher is the reactance. A capacitive iris is illustrated in figure 7-32B. It places a shunt capacitive reactance across the line. Again, the wider the opening, the higher is the reactance. The iris illustrated in figure 7-32C forms an equivalent parallel LC circuit across the line. At resonance, the iris would place a high shunt resistance across the guide. Above or below resonance, the iris will act as a capacitive or inductive reactance.

Figure 7-33 illustrates posts and screws used for impedance changing. Conducting posts or screws which penetrate only part way into the guide, as illustrated in figure 7-33A, form shunt capacitive reactances.

When the conducting post or screw extends completely through the guide, making contact with the top and bottom walls, it will act as an inductive reactance as shown in figure 7-33B. The post is not a perfect short-circuit because it is encircled by magnetic fields and possesses an inductive reactance. The difference in screws and posts is that the screw can be adjusted to vary the reactance.

TERMINATING A WAVEGUIDE

Since a waveguide is a single conductor, it is not easy to define its characteristic impedance \( Z_0 \). Nevertheless, you may think of the characteristic impedance of a waveguide as being approximately equal to the ratio of the strength of the electric field to the strength of the magnetic field for energy traveling in one direction. This ratio is equivalent to the voltage-to-current ratio in coaxial lines on which there are no standing waves.

On a waveguide there is no place to connect a fixed resistor with which to terminate the guide in its characteristic impedance. However, there are a number of special arrangements that accomplish the same thing. One arrangement consists of filling the end of the waveguide with graphited-sand as shown in figure 7-34A. As the fields enter the sand, they cause current flow through the sand. This current flow creates heat, thereby dissipating energy. None of the energy thus dissipated is reflected back into the guide. Another arrangement (fig. 7-34B) uses a high resistance rod placed at the center of the E-field. The E-field causes current to flow through the rod. The high resistance of the rod dissipates the energy as an \( I^2R \) loss.

Still another method for terminating a waveguide is the use of a wedge of high resistance material (fig. 7-34C). The plane of the wedge is placed perpendicular to the magnetic lines of force. When the H-lines cut the wedge a voltage is induced in it. The current produced by this induced voltage creates an \( I^2R \) loss. This loss is dissipated in the form of heat. Therefore, very little energy is permitted to reach the closed end of the guide, thus preventing reflections.

Each of the preceding terminations is designed to match the impedance of the guide in order to insure a minimum of reflection. On the other hand,
there are many instances where it is desirable for all the energy to be reflected from the end of the guide. The best way to accomplish this is to permanently weld a metal plate at the end of the waveguide, as shown in figure 7-34D.

When it is necessary that the end of the guide be removable, a removable plate is attached to the end of the guide. The contact between the guide and the end plate must be exceptionally good. This insures that current flow will not attenuate the H-field. Perfect contact is not required when the connection is made at a point of minimum current. Such a point is located one-quarter wavelength from the end of the guide. When connection is made at this point, a cup is used in place of the end plate (fig. 7-34E). This cup is a quarter-wavelength long and large enough to fit over the end of the guide. The voltage across opposite sides of the cup opening is high, but as the reflected H-field cancels the incident H-field, the resulting current is very small and reflection is at a minimum.

When the end of the guide must be adjustable, an arrangement similar to the choke joint previously explained is employed. It consists, principally, of an adjustable plunger that fits into the guide, as shown in figure 7-34F. The walls of the waveguide and of the plunger form a half-wave channel. The half-wave channel is closed at one end and reflects a short-circuit across the other end. This results in a perfect connection between the wall and the plunger. The actual physical contact is made at a quarter-wavelength from the short circuit, where the current is minimum due to the standing waves. This makes it possible for the plunger to slide loosely in the guide at a point where the contact resistance to current flow is very low.

Figure 7-34.—Terminating waveguides.

CAVITY RESONATORS

Circuits composed of lumped inductance and capacitance elements may be made to resonate at any frequency from less than one hertz to many
thousand megahertz. At extremely high frequencies, however, the physical size of the inductors and capacitors becomes extremely small. Also, losses in the circuit become extremely great. Resonant devices of different construction are therefore preferred at extremely high frequencies. In the UHF range, sections of parallel wire or coaxial transmission line are commonly employed in place of lumped constant resonant circuits. In the microwave region, cavity resonators are used. Cavity resonators are metal walled chambers fitted with devices for admitting and extracting electromagnetic energy. The Q of these devices may be much greater than that of conventional LC tank circuits.

Although cavity resonators, built for different frequency ranges and applications, have a variety of physical forms, the basic principles of operation are essentially the same for all. Operating principles of cavity resonators are explained in this chapter. These principles are applied, in subsequent chapters, to the study of important microwave components employing cavity resonators.

Resonant cavity walls are made of highly conductive material and enclose a good dielectric, usually air. One example of a cavity resonator is the rectangular box of figure 7-35A. It may be thought of as a section of rectangular waveguide closed at both ends by conducting plates. Because the end plates are short-circuits for waves traveling in the Z direction, the cavity is analogous to a transmission line section with short-circuits at both ends. Resonant modes occur at frequencies for which the distance between end plates is a half-wavelength or multiple of a half-wavelength.

Cavity modes are designated by the same numbering system that is used with waveguides, except that a third subscript is used to indicate the number of half-wave patterns of the transverse field along the axis of the cavity (perpendicular to the transverse field). For example, the mode illustrated in figure 7-35B is TE_{101}. This field configuration is obtained by addition of the fields of the component traveling waves. Observe that the pattern is similar to one segment of the pattern of the TE_{10} mode of a waveguide. The only difference is that the loops formed by the magnetic field lines are shifted one-quarter wavelength with respect to the electric field lines. This shift is the result of adding the two oppositely directed traveling waves.

The rectangular cavity is only one of many cavity devices useful as high frequency resonators. By appropriate choice of cavity shape advantages such as compactness, ease of tuning,
simple mode spectrum, and high \( Q \) may be secured as required for special applications.

Figure 7-36 illustrates some other cavity types and possible field configurations. Part A is a cylindrical cavity. Several examples of a type of cavity known as a reentrant cavity are shown in part B. Part C depicts a hole and slot type cavity commonly used in magnetron oscillators.

CAVITY TUNING

The resonant frequency of a cavity may be varied by changing any of three parameters: CAVITY VOLUME, CAVITY INDUCTANCE, or CAVITY CAPACITANCE. Although the mechanical methods for tuning cavity resonators may vary, they all utilize the electrical principles explained below.

Figure 7-37 illustrates a method of tuning a cylindrical type cavity by varying its volume. Varying the distance “d” will result in a new resonant frequency. Increasing distance “d” will lower the resonant frequency, while decreasing “d” will cause an increase in resonant frequency. The movement of the disk may be calibrated in...
terms of frequency. A micrometer scale is usually used to indicate the position of the disk, and a calibration chart is used to determine frequency.

A second method for tuning a cavity resonator is illustrated in figure 7-38A. Here, a nonferrous metallic screw is inserted into a cavity at a point of maximum H-field. This decreases the permeability of the cavity and decreases its effective inductance, which raises its resonant frequency. The farther the screw penetrates into the cavity the higher is the resonant frequency. A paddle (fig. 7-38B) can be used in place of the screw. Turning the paddle to a position more nearly perpendicular to the H-field increases resonant frequency.

Tuning a reentrant cavity by varying its capacitance is illustrated in figure 7-39. The E-field in this type of cavity may be assumed to be uniform and contained wholly within the gap between center plates. Adjusting the screw expands or contracts the lever which varies the distance between the center plates. Varying the distance between these center plates varies the effective cavity capacitance, which, in turn, varies the cavity resonant frequency. Increasing this distance decreases capacitance, and there, increases resonant frequency. The wall of this type cavity has to be flexible to allow the movement necessary for tuning.

CAVITY COUPLING DEVICES

As with conventional LC tank circuits, a method of introducing and removing energy is required.
There are three principal methods of accomplishing this: PROBE COUPLING, LOOP COUPLING, and APERTURE, or SLOT, COUPLING.

Figure 7-40A illustrates probe coupling. The probe is inserted into the cavity at a point of maximum E-field and sets up E-lines, thus starting and maintaining oscillation. This is a form of capacitive coupling. Part B illustrates loop coupling. Here, a loop is placed in the cavity at a point of maximum H-field, and introduces an H-field into the cavity. This is a form of inductive coupling. Energy may be introduced or removed through an aperture or slot cut in a wall that is common to the guide and resonator. This is illustrated in part C of figure 7-40. Coupling results from the penetration of electromagnetic fields through the opening.

In reentrant cavities, energy may be introduced into the cavity by pulses of electron energy passed through holes in the center of perforated plates. This is illustrated in figure 7-41.
CHAPTER 8
MICROWAVE TRANSMITTING DEVICES

Microwave transmitters require the same stages as do the lower frequency transmitters discussed in previous chapters. However, due to their high frequencies special components have been developed. Among these are magnetrons, klystrons, traveling wave tubes, and gallium arsinide (Gunn) oscillators.

MAGNETRONS

The magnetron is a power oscillator. It is used because conventional tubes are not practical at the frequencies and power levels required for radar (microwave) applications.

The magnetron is an oscillator unlike any other that has previously been discussed in this text. The magnetron is a self-contained unit. That is, it produces a microwave frequency output within its enclosure without the use of external components such as crystals, inductors, capacitors, etc.

MAGNETRON CONSTRUCTION

Basically, the magnetron is a diode and has no grid. A magnetic field in the space between the plate (anode) and the cathode serves as a grid. The plate of a magnetron does not have the same physical appearance as the plate of an ordinary electron tube. Since conventional LC networks become impractical at microwave frequencies, the plate is fabricated into a cylindrical copper block containing resonant cavities which serve as tuned circuits. The magnetron base differs greatly from the conventional base. It has short, large diameter leads that are carefully sealed into the tube and shielded, as shown in figure 8-1.

The cathode and filament are at the center of the tube. It is supported by the filament leads which are large and rigid enough to keep the cathode and filament structure fixed in position. The output lead is usually a probe or loop extending into one of the tuned cavities and coupled into a waveguide or coaxial line. The plate structure, as shown in figure 8-2, is a solid block of copper. The cylindrical holes around its circumference are resonant cavities. A narrow slot runs from each cavity into the central portion of the tube and divides the inner structure into as many segments as there are cavities. Alternate segments are strapped together to put the cavities in parallel with regard to the output. These cavities control the output frequency. The straps are circular metal bands that are placed across the top of the block at the entrance slots to the cavities. Since the cathode must operate at high power, it must be fairly large and must be able to withstand high operating temperatures. It must also have good emission characteristics, particularly under back bombardment, because much of the output power is derived from the large number of electrons emitted when high velocity electrons return to strike the cathode.

The cathode is indirectly heated, and is constructed of a high emission material. The open space between the plate and the cathode is called the INTERACTION SPACE because it is in this space that the electric and magnetic fields interact to exert force upon the electrons.

The magnetic field is usually provided by a strong permanent magnet mounted around the magnetron so that the magnetic field is parallel with the axis of the cathode. The cathode is mounted in the center of the interaction space.

BASIC MAGNETRON OPERATION

The theory of operation of the magnetron is based on the motion of electrons under the influence of combined electric and magnetic fields. The following laws govern this motion.

The direction of an electric field is from the positive electrode to the negative electrode. The law governing the motion of an electron in an
Electric, or E, field states that the force exerted by an electric field on an electron is proportional to the strength of the field. Electrons tend to move from a point of negative potential toward a positive potential as shown in figure 8-3. In other words, electrons tend to move against the E-field.

When an electron is being accelerated by an E-field, as shown in figure 8-3, energy is taken from the field by the electrons.

The law of motion of an electron in a magnetic, or H, field states that the force exerted on an electron in a magnetic field is at right angles to both the field and the path of the electron. The direction of the force is such that the electron trajectories are clockwise when
viewed in the direction of the magnetic field as shown in figure 8-4.

In figure 8-4, it is assumed that a south pole is below the paper and a north pole is above the paper so that the magnetic field is going into the paper. When an electron is moving in space a magnetic field is built around the electron just as there would be a magnetic field around a wire when electrons are flowing through a wire. Note in figure 8-4 that the magnetic field around the moving electron adds to the permanent magnetic field on the left side of the electron path and subtracts from the permanent magnetic field on the right side of the electron path, thus weakening the field on that side. Therefore, the electron path bends to the right (clockwise). If the permanent magnetic field strength is increased, the electron path will bend sharper. Likewise, if the velocity of the electron increases, the field around it increases and its path will bend more sharply.

A schematic diagram of a basic magnetron is shown in figure 8-5A. The tube consists of a cylindrical plate with a cathode placed coaxially with it. The tuned circuit (not shown) in which oscillations take place are cavities physically located in the plate.

When no magnetic field exists, heating the cathode results in a uniform and direct movement in the field from the cathode to the plate, as illustrated in figure 8-5B. However, as the magnetic field surrounding the tube is increased, a single electron is affected as shown in figure 8-6. In figure 8-6A, the magnetic field has been increased to a point where the electron proceeds to the plate in a curve rather than a direct path.

In figure 8-6B, the magnetic field has reached a value great enough to cause the electron to just miss the plate and return to the filament in a circular orbit. This value is the CRITICAL VALUE of field strength. In figure 8-6C, the value of the field strength has been increased to a point beyond the critical value, and the electron is made to travel to the cathode in a circular path of smaller diameter.

Figure 8-6D shows how the magnetron plate current varies under the influence of the varying magnetic field. In figure 8-6A, the electron flow reaches the plate, so that there is a large amount of plate current flowing. However, when the critical field value is reached, as shown in figure 8-6B, the electrons are deflected away from the plate, and the plate current drops abruptly to a very small value. When the field strength is made still larger, figure 8-6C, the plate current drops to zero.
When the magnetron is adjusted to the plate current cutoff or critical value, and the electrons just fail to reach the plate in their circular motion, the magnetron can produce oscillations at microwave frequency by virtue of the currents induced electrostatically by the moving electrons. This frequency is determined by the time it takes the electrons to travel from the cathode toward the plate and back again. A transfer of microwave frequency energy to a load is made possible by connecting an external circuit between the cathode and plate of the magnetron. Magnetron oscillators are divided into two classes, NEGATIVE RESISTANCE and ELECTRON RESONANCE magnetron oscillators.

A negative resistance magnetron oscillator operates by reason of a static negative resistance between its electrodes and has a frequency equal to the natural period of the tuned circuit connected to the tube.

An electron resonance magnetron oscillator operates by reason of the electron transit time characteristics of an electron tube, that is, the time it takes electrons to travel from cathode to plate. This oscillator is capable of generating very large peak power outputs at frequencies in the thousands of megahertz. Although its average power output over a period of time is low, it can put out very high power oscillations in short bursts of pulses.

NEGATIVE RESISTANCE MAGNETRON

The split-anode negative resistance magnetron is a variation of the basic magnetron which operates at a higher frequency, and is capable of more output. Its general construction is similar to the basic magnetron, except that it has a split plate as shown in figure 8-7. These half plates are operated at different potentials to provide an electron motion as shown in figure 8-8. The electron leaving the cathode and progressing toward the high potential plate is deflected by the magnetic field at a certain radius of curvature. After passing the split between the two plates, the electron enters the electrostatic field set up by the lower potential plate.

Here the magnetic field has more effect on the electron, which is deflected at a smaller radius of curvature. The electron then continues to make a series of loops through the magnetic field and electric field until it finally falls on the low potential plate.

Oscillations can be started by applying the proper value of magnetic field to the tube. The value of field required is somewhat beyond the critical value which, for the split-anode tube, is the field required to cause all the electrons to miss the plate when its halves are operating at the same potential. However, the alternating voltages impressed on the plates as a result of the oscillation generated in the tank circuit will cause electron motion such as that shown in figure 8-8, and current will flow. Since a very concentrated magnetic field is required for the negative resistance magnetron oscillator, the length of the tube plate is limited to a few centimeters for a magnet of reasonable dimensions. In addition a small diameter tube is required to make the magnetron operate efficiently at microwave frequencies. For this reason, a heavy-walled plate is used to increase the radiating properties of the tube. To obtain still greater dissipation, tubes with high outputs use an artificial cooling method such as forced air or water cooling.
The output of magnetrons is somewhat reduced by the bombardment of the filament by electrons which travel in loops (figs. 8-6B and C). This effect causes an increase of filament temperature under certain conditions of high magnetic field and high plate voltage; and sometimes results in unstable operation of the tube. The effects of filament bombardment can be compensated for by operating the filament at reduced voltage. In some cases, the plate voltage and field strength also are reduced to prevent destructive filament bombardment.

**ELECTRON RESONANCE MAGNETRON**

In the electron resonance type of magnetron, the plate itself may be so constructed as to resonate and function as a tank circuit. Thus, there are no external tuned circuits; power is delivered directly from the tube to a transmission line as shown in figure 8-9. The tube constants and operating conditions are such that the electron paths are somewhat different from those in figure 8-8. Instead of having closed spirals or loops, the path is a curve having a series of abrupt points as illustrated in figure 8-10. Ordinarily, this type of magnetron also has more than two segments in the plate. For example, figure 8-10 illustrates an eight-segment plate.

This type of magnetron is the most widely used at present for microwave frequencies. Modern designs have a reasonably high efficiency and relatively high output. However, one disadvantage of the electron resonance magnetron is that its average power is limited by the cathode emission. Furthermore, the peak power is limited by the maximum voltage which it can withstand without injury. Three common types of anode blocks used in electron resonance magnetrons are shown in figure 8-11.

The first type shown in figure 8-11 has cylindrical cavities. This type is called a **HOLE-AND-SLOT ANODE**. The second type is called the **VANE ANODE** which has trapezoidal cavities. These first two anode blocks operate in such a way that alternate segments must be connected, or strapped, to ensure that each segment is opposite in polarity to its neighboring segment on either side as shown in figure 8-12. This also requires an even number of cavities.

The third type, illustrated in figure 8-11, is called a **RISING SUN BLOCK** because of its appearance. The alternate large and small trapezoidal cavities in this block results in a stable frequency between the resonant frequencies of the large and the small cavities.

Figure 8-13A shows the physical appearance of the resonant cavities contained in the hole- and-slot anode which we will use when analyzing the operation of the electron resonance magnetron.

Notice that the cavity consists of a cylindrical hole in the copper anode, and a slot which connects the cavity to the interaction space.

The electrical equivalent circuit of the cavity and slot is shown in figure 8-13B. The parallel sides of the slot form the plates of a capacitor, while the walls of the hole act as an inductor. The hole and slot thus form a high Q resonant LC circuit. As shown in figure 8-11, the anode of a magnetron contains a number of these cavities.

An analysis of the anode in figure 8-11 would reveal that the LC tank of each cavity are in
Figure 8-11. — Common types of anode blocks.

Figure 8-12. — Strapping alternate segments.

Figure 8-13. — Equivalent circuit of a hole-and-slot cavity.

Figure 8-14. — Cavities connected in series.

Operation

The electric field in the electron resonant oscillator is a product of an a.c. and a d.c. field. The d.c. field extends radially between adjacent anode segments by the RF oscillations induced in the cavity tank circuits of the anode block.
Figure 8-15.—Cavities in parallel due to strapping.

Figure 8-16 shows the a.c. fields between adjacent segments at an instant of maximum magnitude of one alternation in the RF oscillations occurring in the cavities.

The strong d.c. field going from anode to cathode, due to a large negative d.c. voltage pulse applied to the cathode is not shown in figure 8-16, but is assumed to be present (it was shown in fig. 8-3). It is actually this strong d.c. field which causes electrons to accelerate toward the plate after they have been emitted from the cathode. Earlier in this chapter it was pointed out that an electric field went from a positive electrode to a negative electrode. Also, an electron moving against an E-field would be accelerated by the field thus taking energy from the field. An electron would give up energy to a field and slow down if it were moving in the same direction as the field (positive to negative). Oscillations are sustained in a magnetron because electrons gain energy from the d.c. field, and give up this energy to the a.c. fields as they pass through these fields. These electrons are sometimes referred to as WORKING ELECTRONS. However, not all of the electrons give up energy to the a.c. fields. Some electrons may actually take energy from the a.c. fields. This action is undesirable.

In figure 8-16 consider electron 1, which is shown entering the field around the slot entrance to cavity A. The clockwise rotation of the electron path is due to the interaction of the magnetic field around the moving electron with the permanent magnetic field which is assumed to be going into the paper in figure 8-16. The action of an electron moving in an H-field was explained earlier and illustrated in figure 8-4. Notice that electron 1 which has entered the a.c. field around cavity A is going against this a.c. field. Thus, it will take energy from the a.c. field and be accelerated. The electron will turn more sharply when its velocity increases as was explained earlier. Thus, electron 1 will turn back toward the cathode. When it strikes the cathode, it will give up the energy it received from the a.c. field in the form of heat. This will also force more electrons to leave the cathode and accelerate toward the anode. Electron 2 is, therefore, slowed down by the field and gives up some of its energy to the a.c. field. Since electron 2 loses velocity, the deflective force exerted by the H-field is reduced and the electron path deviates to the left in the direction of the anode, rather than return to the cathode as did electron 1.

The cathode to anode potential and the magnetic field strength (E-field to H-field relationship) determines the time taken by electron 2 to travel from a position in front of cavity B to a position in front of cavity C. Cavity C is equal to approximately one-half cycle of the RF oscillation of the cavities. When electron 2 reaches a position in front of cavity C, the a.c. field of cavity C will be reversed from that shown.

Therefore, electron 2 will give up energy to the a.c. field of cavity C and will slow down more. Electron 2 will actually give up energy to each cavity as it passes and will eventually reach the anode when its energy is expended. Therefore electron 2 will have helped sustain oscillations because it has taken energy from the d.c. field and given it to the a.c. fields. Electron 1 which took energy from the a.c. field around cavity A did little harm because it immediately returned to the cathode.
Electrons such as electron 2 which give up energy to the a.c. field as they rotate clockwise from one a.c. field to the next are called working electrons, and stay in the interaction space for a considerable time before striking the anode.

The cumulative action of many electrons being returned to the cathode and directed toward the anode forms a pattern resembling the spokes of a wheel as indicated in figure 8-17. Electrons in the spokes of the wheel are the working electrons.

This overall space charge wheel rotates about the cathode at an angular velocity of two poles (anode segments) per cycle of the a.c. field, and of a phase that enables the concentration to continuously deliver energy to sustain the RF oscillations. Electrons emitted from the area of the cathode between the spokes are, as previously explained, quickly returned to the cathode.

In figure 8-17 it is assumed that alternate segments between cavities are at the same potential at the same instant and that there is an a.c. field existing across each individual cavity. This type of mode of operation is called the PI MODE, since adjacent segments of the anode have a phase difference of 180° or one-pi radian. There are several other possible modes of oscillation.

A magnetron operated in the pi mode will have greater power output. Therefore, the pi mode is the most commonly used mode.

In order to ensure that alternate segments have identical polarities, an even number of cavities, usually six or eight, are used and alternate segments are strapped as pointed out earlier. The frequency of the pi mode is separated from the frequency of the other modes by strapping. Operation in the pi mode is ensured as follows:

For the pi mode, all parts of each strapping ring are at the same potential; but the two rings have alternately opposing potentials as shown in figure 8-18. Stray capacitance between the rings adds capacitive loading to the resonant mode. For other modes, however, there is a phase difference between the successive segments connected to a given strapping ring which causes current to flow in the straps.

The straps contain inductance and an inductive shunt is placed in parallel with the equivalent circuit thereby lowering the inductance and increasing the frequency at modes other than the pi mode.

**Coupling Methods**

RF energy can be removed from a magnetron by means of a coupling loop. At frequencies lower than 10,000 MHz the coupling loop is made by bending the inner conductor of a coaxial cable into a loop and soldering the end to the outer conductor, so that the loop projects into the cavity as shown in figure 8-19A. To obtain sufficient pickup at higher frequencies the loop is located at the end of the cavity as shown in figure 8-19B.

The segment-fed loop method is shown in figure 8-19C. The loop intercepts the flux passing between cavities. The strap-fed loop method (fig. 8-19D) intercepts the energy between the strap and the segment. On the output side, the coaxial line feeds another coaxial line directly, or it feeds a waveguide through a choke joint, with the...
Figure 8-19. — Magnetron coupling methods.
vacuum seal at the inner conductor helping to support the line.

Aperture, or slot, coupling is illustrated in figure 8-19E. Here, energy is coupled directly to a waveguide through an iris feeding into the waveguide connector through a window.

Tuning

A tunable magnetron permits the system to be operated at a precise frequency anywhere within a band of frequencies, as determined by the magnetron characteristics.

The resonant frequency of a magnetron may be varied by varying the inductance or capacitance of the resonant cavities. In figure 8-20, an inductive tuning element is inserted into the hole portion of the hole-and-slot cavities. It changes the inductance of the resonant circuits by altering the surface to volume ratio in a high current region. The type of tuner illustrated in figure 8-20 is called a SPROCKET TUNER or CROWN OF THORNS TUNER. All of its tuning elements are attached to a frame which is positioned by means of a flexible bellows arrangement. The insertion of the tuning elements into each anode hole decreases the inductance of the cavity and therefore increases the resonant frequency. One of the limitations of inductive tuning is that it lowers the unloaded $Q$ of the cavities and therefore reduces the efficiency of the tube.

The insertion of an element (ring) into the cavity slot as shown in figure 8-21 increases the slot capacitance and decreases the resonant frequency. Because the gap is narrowed in width, the breakdown voltage will be lowered, and capacity tuned magnetrons must be operated with low voltages and hence low powers. The type of capacity tuner illustrated in figure 8-21 is called a COOKIE CUTTER TUNER. It consists of a metal ring inserted between the two rings of a double strapped magnetron, thereby increasing the strap capacitance. Because of the mechanical and voltage breakdown problems associated with the cookie cutter tuner, it is more suited for use at longer wavelengths.

Both the capacitance and inductance tuners described above are symmetrical. Each cavity is affected in the same manner, and the angular symmetry of the pi mode is preserved.

A 10 percent frequency range may be obtained with either of the two tuning methods described above. There is some indication that the cookie cutter is more restricted than the crown of thorns tuner. The two tuning methods may be used in combination to cover a larger

![Figure 8-20. Inductive magnetron tuning.](179.718)

![Figure 8-21. Capacitive magnetron tuning.](179.719)
tuning range than is possible with either one alone.

Seasoning

During initial operation a high power magnetron arcs from cathode to plate, and must be properly BROKEN IN or BAKED IN. Actually, arcing in magnetrons is very common. It occurs with a new tube or following long periods of idleness.

One of the prime causes of arcing is the liberation of gas from tube elements during idle periods. Arcing may also be caused by the presence of sharp surfaces within the tube, mode shifting, and by drawing excessive current. While the cathode can withstand considerable arcing for short periods of time, continued arcing will shorten the life of the magnetron and may destroy it entirely. Hence, each time excessive arcing occurs, the tube must be baked in again until the arcing ceases and the tube is stabilized.

The baking in procedure is relatively simple. Magnetron voltage is raised from a low value until arcing occurs several times a second. The voltage is left at that value until arcing dies out. Then the voltage is raised further until arcing again occurs, and is left at that value until the arcing again dies out. Whenever the arcing becomes very violent and resembles a continuous arc, the applied voltage is excessive and should be reduced to permit the magnetron to recover. When normal rated voltage is reached and the magnetron remains stable at the rated current, the baking in is complete. It is good maintenance practice to bake in magnetrons left idle in the equipment, or those used as spares, when long periods of nonoperating time have accumulated.

The preceding information is general in nature. The equipment technical manuals recommended times and procedures should be followed when baking in a specific type magnetron.

KLYSTRONS

The klystron tube is a stable microwave power amplifier which provides high gain at medium efficiency. Depending on the type of tube, klystron power outputs range from a few milliwatts to several megawatts peak power, and over 100 kilowatts average power. Power gains vary from 3 to 90 db.

Klystron amplifiers are somewhat noisy and are therefore used mainly as power amplifiers. However, they have applications in many facets of microwave transmissions.

KLYSTRON AMPLIFIER OPERATION

The basic theory of a klystron amplifier is quite simple. In fact, the klystron amplification principle may be readily explained with an analogy to a simple triode RF amplifier. Obviously there are some differences (which will be explained), and these differences allow the klystron to amplify at microwave frequencies, whereas a triode will not.

Figure 8-22 shows a simplified schematic of a triode amplifier with resonant circuits at both the input and output. Such resonant circuits restrict the bandwidth of the amplifier and increase the gain. Reviewing, a triode tube consists of three elements: a cathode which emits a stream of electrons, a grid which controls the electron stream, and a plate which attracts the electrons and catches them after they pass through the grid. The grid acts as a valve, opening or closing the current path according to the voltage applied to it. The RF input signal comes to the grid as a weak alternating voltage. This voltage modulates the electron flow through the tube, at the radio frequency. The electron stream then delivers, at the plate, an alternating current which is an amplified reproduction of the input signal.

![Simplified schematic of a triode amplifier with resonant circuits at both input and output.](image-url)
This alternating current flows through the resonant plate circuit and excites alternating voltages across it. These voltages constitute the RF output from the amplifier.

The time it takes electrons to cross the tube is on the order of a billionth of a second. This transit time is short compared to the period of a cycle of a radio wave below the microwave range (approximately a millionth of a second). Hence, the electrons are slowed down or speeded up by the voltage on the grid at a given instant. The flow of electrons, therefore, can follow the voltage fluctuation on the grid. In the case of microwaves, however, the oscillations are so rapid (i.e., the period of a cycle is so short) that the voltage on the grid may go through several complete oscillations while a particular quantity of electrons travel across the tube. In other words, the grid voltage changes too rapidly for the electrons to follow the fluctuation. There are other reasons why the conventional triode tube fails at microwave frequencies, but the most fundamental reason is that the transit time of the electrons is long compared to the period of one cycle of the microwave signal.

The klystron tube makes a virtue of the very thing that defeats the triode—the transit time of the electrons. The klystron modulates the velocity of the electrons, so that as the electrons travel through the tube, electron bunches are formed. These bunches deliver an oscillating current to the output resonant circuit of the klystron. Figure 8-23 shows a cutaway representation of a basic klystron amplifier. The klystron amplifier consists of three separate sections: the electron gun, the RF section, and the collector.

Consider first the electron gun structure. It consists of a heater, cathode, control grid, and anode. Electrons are emitted by the cathode and drawn toward the anode, which is operated at a positive potential with respect to the cathode. The electrons are formed into a narrow beam by either electrostatic or magnetic focusing techniques (not shown). The control grid is used to control the number of electrons which reach the anode region. It may also be used to turn the tube completely on or off in certain pulsed amplifier applications.

The electron beam is well formed by the time it reaches the anode. The beam passes through a hole in the anode and on to the RF section of the tube, and eventually strikes the collector. The electrons are returned to the cathode through an external power supply (not shown in fig. 8-23). It is evident that the collector of a klystron acts much like the plate of a triode insofar as the collecting of electrons is concerned. However, there is one important difference. The plate of a triode is normally connected, in some fashion, to the output RF circuit, whereas, in a klystron amplifier, the collector has no connection to the RF circuitry at all.

Consider the RF section of a basic klystron amplifier. This part of the tube is quite different from a conventional triode amplifier. The resonant circuits used in a klystron amplifier are reentrant cavities. The characteristics of this type of cavity have previously been discussed in chapter 7 and will be reviewed only briefly.

Referring to figure 8-23, electrons pass through the cavity gaps in each of the resonators as well as the cylindrical metal tube between the gaps. These metal tubes are called DRIFT TUBES. In a klystron amplifier the low level RF input signal is coupled to the first resonator, which is called the BUNCHER CAVITY. The signal may be coupled through either a waveguide or a coaxial connection. If the cavity is tuned to the frequency of the RF input it will be excited into oscillation. An electric field will exist across

Figure 8-23.—Cutaway representation of a basic klystron amplifier.
the buncher gap, alternating at the input frequency. For half a cycle, the electric field will be in a direction which will cause the field to increase the velocity of electrons flowing through the gap. On the other half-cycle, the field will be in a direction which will cause the field to decrease electron velocity. This effect is called VELOCITY MODULATION, and is illustrated in figure 8-24. (Note that when the voltage across the cavity gap is negative, electrons will decelerate; when the voltage is zero, the electrons will be unaffected; and when the voltage is positive, the electrons will accelerate.)

After leaving the buncher gap (fig. 8-23) the electrons proceed through the drift tube region, toward the collector. In the drift tube region, electrons which have been speeded up by the electric field in the buncher gap will tend to overtake electrons which have been slowed down. Due to this action, bunches of electrons will begin to form in the drift tube region and will be completely formed by the time they reach the gap of the last cavity. The last cavity is called the catcher cavity. Bunches of electrons periodically flow through the gap of this catcher cavity, and during the time between bunches relatively few electrons flow through the gap. The time between arrival of electron bunches is equal to the period of one cycle of the RF input signal.

The initial bunch of electrons flowing through the catcher cavity will cause the cavity to oscillate at its resonant frequency. This sets up an alternating electric field across the catcher cavity gap, as illustrated in figure 8-25.

With proper design and operating potentials, a bunch of electrons will arrive in the catcher cavity gap at the proper time to be retarded by the RF field. Thus, energy will be given up to the catcher cavity. This action is illustrated in figure 8-26.

The RF power in the catcher cavity will be much greater than that applied in the buncher cavity. This is due to the ability of the concentrated bunches of electrons to deliver great amounts of energy to the catcher cavity. Since the electron beam delivers some of its energy to the output cavity, it arrives at the collector with less total energy than it had when it passed through the input cavity. This difference in beam energy is approximately equal to the energy delivered to the output cavity.

It is appropriate to mention here that velocity modulation does not form perfect bunches of electrons. There are some electrons which come through out of phase. These electrons show up in the output cavity gap between bunches. The electric field across the gap at the time these out of phase electrons come through is in a direction to accelerate them. This causes some energy to be taken from the cavity. However, much more energy will be contributed to the output cavity by the concentrated bunches of electrons than will be withdrawn from it by the small number of out of phase electrons.

Multicavity Power Klystron Amplifier

In the above discussion, only a basic two-cavity klystron has been considered. This simple type of klystron amplifier is not capable of high gain, high output power, or suitable efficiency. With the addition of intermediate cavities and other physical modifications the basic two-cavity klystron may be converted to a multicavity klystron amplifier. This amplifier is capable of high gain, high power output, and satisfactory efficiency. Figure 8-27 illustrates a multicavity power klystron amplifier.

In addition to the intermediate cavities, there are several physical differences between the basic and the multicavity klystron. The cathode of the multicavity power klystron must be larger, in order to be capable of emitting large numbers of electrons. The shape of the cathode is usually concave, to aid in focusing the electron beam. The collector must also be larger to allow for greater heat dissipation. In a high power klystron, the electron beam may strike the collector with sufficient energy to cause the emission of x-rays from the collector. Many klystrons have a lead shield around the collector as protection against these x-rays. Most high power klystrons are liquid cooled and must be constructed to facilitate the cooling system. Klystron cooling will be discussed in detail in a subsequent section.

Klystron amplifiers have been built (to the present time) with as many as seven cavities (i.e., with five intermediate cavities). The effect of the intermediate cavities is to improve the bunching process. This results in increased amplifier gain, and to a lesser extent increased efficiency. Adding more intermediate cavities is roughly analogous to adding more stages to an IF amplifier. That is, the overall amplifier gain is increased and the overall bandwidth is reduced, if all the stages are tuned to the same frequency. The same effect occurs with klystron amplifier tuning. A given klystron amplifier tube will deliver high gain and narrow bandwidth if all the cavities are tuned to the same
Figure 8-24. — Velocity modulation.
frequency. This is called SYNCHRONOUS TUNING. If the cavities are tuned to slightly different frequencies the gain of the klystron amplifier will be reduced and the bandwidth may be appreciably increased. This is called STAGGER TUNING. Most klystron amplifiers which feature relatively wide bandwidths are stagger tuned.

The klystron is not a perfectly linear amplifier. That is, the RF power output is not linearly related to the RF power input at all operating levels. Another way of stating this is that the klystron amplifier will saturate, just as a triode amplifier will limit if the input signal becomes too large. In fact, if the RF input is increased to levels above saturation the RF power output will actually decrease. Figure 8-28 shows a plot of typical klystron amplifier performance for various tuning conditions. The RF output is plotted as a function of the RF input. Curve A of figure 8-28 shows typical performance for synchronous tuning. Under these conditions the tube has maximum gain. The power output is almost perfectly linear with respect to the power input, up to about 70 percent of saturation. However, as the RF input is increased beyond that point, the gain decreases and the tube saturates. As the RF input is increased beyond saturation the RF output decreases.

To better understand the reason for this decrease, recall that in the previous discussion, electron bunches were formed by the action of the RF voltage across the buncher cavity gap.
This RF voltage accelerated some electrons and slowed down other electrons, resulting in formation of bunches in the drift tube region. Obviously, this speeding up and slowing down effect will be increased as the RF drive power is increased. The saturation point on figure 8-28 is reached when the bunches are most perfectly formed at the instant they reach the output cavity gap. This results in the maximum power output condition. When the RF input is increased beyond this point, the bunches are perfectly formed before they reach the output gap. That is, they form too soon. By the time the bunches have reached the output gap, they tend to debunch because of the mutual repulsion of electrons and because the faster electrons have overtaken and passed slower electrons. This causes the power output to decrease.

If a multicavity klystron power amplifier is synchronously tuned, and the next to last cavity is then tuned to a higher frequency, the gain of
the amplifier is reduced, but the saturation power output level may be increased. This effect is shown by curves B and C of figure 8-28. Curve B represents a small amount of detuning of the next to last cavity, and curve C represents even more detuning. Note that the gain of the tube has been reduced, and that the saturation output power is higher than that obtained with synchronous tuning (curve A). Many klystron amplifiers are operated stagger tuned because of the resulting higher output power capability with the same beam power input. This increases the efficiency, provided, of course, that enough RF drive power is available to operate under the stagger tuned condition. Also, as mentioned previously, stagger tuning results in a wider amplifier bandwidth.

As might be expected, stagger tuning may be carried too far, at which point the saturation output power will drop. This is illustrated by curve D of figure 8-28.

Focusing

One very important item which is required for high power klystron amplifier operation is an axial magnetic field (i.e., a magnetic field parallel to the axis of the klystron). In klystron amplifiers which are physically long, it is quite difficult to keep the electron beam properly formed during its travel through the RF section. The mutual repulsion between electrons causes the beam to spread in a direction perpendicular to the axis of the tube. If this is allowed to occur electrons will strike the drift tube and be collected there, rather than passing through the drift tube to the collector.

To overcome beam spreading, an axial magnetic field is used. The action of the magnetic field is to exert a force on the electrons which keeps them focused into a narrow beam. The magnetic field may be developed by a permanent magnet or by one or more electromagnets. A permanent magnet is used on tubes which are physically small or of medium power rating. Unfortunately, the size and weight of a permanent magnet are excessive for long or high power tubes, making it necessary to use electromagnets. In some large tubes, several separate electromagnets are used. The current in each coil is individually adjustable to optimize the magnetic field shape. The magnetic field is normally terminated a short distance beyond the output cavity so that the beam may spread before it hits the collector. This tends to spread the electron beam interception over a large surface on the collector, minimizing collector cooling problems which would result from the beam remaining concentrated at the time of interception.

Even with an axial magnetic field, some electrons will go astray and not remain in the main electron beam. These electrons will be intercepted by the anode or klystron drift tubes. In high power tubes it is particularly important to minimize the number of stray electrons, because of the heat generated when they strike the drift tubes. In a high power klystron this heating may be a very severe problem because drift tubes are very difficult to cool. Temperatures may become high enough to melt the drift tubes and destroy the tube.

The collector is normally insulated from the RF section of large klystron amplifiers to permit separate metering of the electrons intercepted by the drift tubes and those intercepted by the collector. The electrons intercepted by the RF section are normally called BODY CURRENT, while electrons intercepted by the collector are normally referred to as COLLECTOR CURRENT. Obviously, the sum of body current and collector current is equal to the total current in the electron beam, which is called BEAM CURRENT. Klystron amplifier specifications will quite often place a maximum limit on allowable body current.

In the previous discussion of klystron operation, it was implied that klystron amplifiers normally have actual metal grid structures across the gaps in the resonant cavities. Many low power klystrons do indeed have wire mesh grids. However, most high power klystrons do not have actual grids across the gaps. Such grids would intercept sizable quantities of electrons.

It is very difficult to cool grid structures, and a large amount of beam interception would melt the grids, thus destroying the tube. Fortunately, by proper design the klystron may be made to operate efficiently without actual grid wires across the cavity gaps. The absence of these grids does not change the operating principles discussed previously, but it does have a secondary effect on klystron performance. If the electron beam has a small diameter compared to the diameter of the drift tube, the beam does not couple energy to the cavities very well. Therefore, the performance of a klystron amplifier, which does not have gridded gaps, may sometimes be improved by permitting the electron beam to be as wide as possible, while keeping the body current down to the maximum specified for the tube. The width of the beam
may be somewhat controlled by the magnetic field strength.

Body current usually increases with RF input level because it is the RF input which causes the bunches to form. The dense electron concentration in the bunch causes mutual repulsion of electrons, and the diameter of the bunch may become larger than the diameter of the beam with no bunches present. Consequently, some of the electrons in the bunch may be lost to the drift tubes, and the body current may increase.

ASSOCIATED EQUIPMENT

In the preceding sections the basic theory of klystron operation has been discussed. Considerable additional equipment is required for a complete amplifier system. Various power supplies are necessary, to deliver the required voltages and currents. In high power systems, a method of cooling is required. Various RF circuit components are required to control and measure the RF input to the klystron tube and to measure the RF output from the tube. A large collection of meters and protective devices are needed to monitor performance and protect operating personnel and equipment, in the event of a malfunction or operator error. Figure 8-29 is a simplified diagram illustrating some of the power supplies, monitoring devices, and protective devices used in a typical power klystron amplifier.

In most klystron tubes the anode and RF section are connected together inside the vacuum envelope. These parts are normally called the TUBE BODY, and are generally operated at ground potential. It is convenient to operate the tube body at ground potential because the input and output connections (either waveguide or coaxial) are then also at ground potential. This makes it easier to connect the klystron into the rest of the system. In addition, the cavity tuners are at ground potential, eliminating any danger to personnel tuning the tube.

The beam supply shown in figure 8-29 supplies the voltage required to accelerate the electrons and form the beam. It must also deliver the required beam current. The crowbar system quickly discharges the beam supply in the event of an internal klystron arc, or other high voltage fault condition.

Figure 8-29.—Associated klystron amplifier equipment.
For high power systems, it is normal to have some value of series resistance between the beam supply and the klystron cathode. This limits tube current to a finite value if the tube should arc from cathode to ground.

Some klystrons have a grid or modulating anode which is used to control the number of electrons in the electron beam. Such grids are often used in pulsed systems to turn the tube on or off. A few systems employ grid modulation for the transmission of intelligence. In most gridded klystron tubes the grid is never allowed to go positive with respect to the cathode. This might cause undue grid interception of the beam and result in burnout of the grid element. A grid power supply is required in those tubes which have grids. These power supplies and pulsers may take many forms, depending on the system application, and will not be discussed here.

The collector of most high power klystrons is insulated from the body of the tube. This allows separate metering and overload protection for the body current and collector current. In most systems the collector and body operate at nearly the same potential. Any potential difference is normally only the difference in voltage drop across the various metering circuits.

Figure 8-29 shows three electromagnets wrapped around the body of the klystron. Some klystrons are made with the electromagnets physically part of the tube itself. However, in most systems the electromagnets are separate from the tube, and the klystron is inserted into the electromagnet structure. Many modern klystrons have only one electromagnet and therefore require only one power supply. Others may have as many as six separate coils requiring one power supply for each coil. Voltage and current metering is usually supplied for each of the electromagnet power supplies. If an electromagnet power supply should fail, the electron beam would almost certainly spread, and most of the beam current would be intercepted on a small section of the drift tube. In most cases this would cause the drift tube to melt and permanently destroy the tube. Therefore, klystron amplifier equipment normally has under-current protection in each of the electromagnet circuits. When the magnet current falls below a predetermined level the beam supply is automatically turned off to prevent damage to the klystron. Redundant protection is provided by the body current overload circuits which also turn off the beam supply in the event of magnet current failure or misadjustment.

Also shown in figure 8-29 is a method used to monitor body current, collector current, and beam current separately. In many systems separate monitoring of collector current is not done since the collector current and total beam current are almost equal. It is quite unusual, in a relatively high power klystron amplifier system, to allow the body current to exceed 10 percent of the beam current. High body current usually means low efficiency and increases the danger of burning out drift tubes. In very high power klystrons the body current is often limited to 1 or 2 percent of the total beam current. Over-current protection is almost always supplied for both body current and beam current. If a klystron arcs internally, the arc will always occur between cathode and anode. When this occurs, the body current immediately becomes excessive, tripping out the body current overload relay. An arc also causes beam current to be much higher than normal, and the beam current overload will also trip out. In fact, almost any high voltage system fault (such as an insulation breakdown) will cause excessive current through the body current meter and overload relay.

Because of the possibility of extremely high currents flowing under fault conditions, the protection of body current and beam current meters presents a somewhat difficult problem. This problem is usually solved by using very high current solid-state rectifiers, back to back, across the meters. In some cases it is necessary to add a small resistance or inductance in series with the meter. Surge capacitors are normally placed across the combination. It is necessary to connect the rectifiers back to back because fault conditions often cause oscillating currents to flow through the meters.

Cooling

Most low power klystron amplifiers are air cooled, while all high power klystrons are liquid cooled. At the present state of the art, air cooling is usable up to about one kilowatt, CW. However there are a few applications where liquid cooling is employed with tubes having an output as low as 10 watts.

The main source of power (and therefore heat) in a klystron amplifier package is the beam power supply. The power generated by the beam supply must go somewhere. Part of it is converted to RF power, while the remainder eventually shows up as heat somewhere in the klystron. Klystron cooling is required to be able to dissipate the entire beam power. This is
necessary because, if no RF output is being generated (either due to low RF input power or detuning of the klystron tube) all of the beam power is dissipated as heat somewhere within the tube. As discussed previously, most of the electrons in the beam eventually strike the collector. When they strike the collector their energy is dissipated as heat. The small fraction of the beam lost to the drift tube also generates heat.

Klystron amplifiers are normally between 30 and 50 percent efficient. Therefore, a tube rated at 10-kilowatts output must be designed to dissipate between 23 and 10 kilowatts respectively, depending on its efficiency. A tube rated at 100 kilowatts must be capable of dissipating between 100 and 230 kilowatts depending on efficiency. As may be seen from the above discussion, very advanced cooling techniques are necessary. The power levels involved may melt a hole in the drift tube or collector in a small fraction of a second, if the cooling system fails and adequate protective devices are not provided.

There are other smaller sources of heat in a klystron amplifier system. The heat produced by the heater will be conducted and radiated to the exterior surfaces of the electron gun assembly, and must be dissipated. Large tubes require a blower on the electron gun assembly in order to dissipate this heat. The power generated by the focus coil power supply is all dissipated in the electromagnet(s). Large electromagnets are usually liquid cooled. Should the electromagnet cooling fail, for any reason, the focus coil power supply must be shut off very quickly, or the magnet will burn out. The beam voltage must also be removed (preferably before turning off the focus coil supply) to protect the tube from excessive body current.

During operation, the walls of the resonant cavities have oscillating currents flowing in them. Although these cavities are made of very high conductivity metal, they still present a finite resistance to these oscillating currents. Therefore, heat will be generated in the cavity walls. The amount of heat generated may be quite sizable in high power high frequency tubes. For example, in a 20 kilowatt, CW, X-band klystron amplifier, approximately 1 kilowatt of heat is generated by the circulating RF currents in the output cavity. Since the cavity is approximately a one-inch cube, it is apparent that removing the heat is a formidable problem.

Another problem associated with cavity heating is not immediately apparent. The resonant frequency of a cavity depends on its physical size. The cavities are made of metal, which expands as its temperature increases. This effect tends to change the resonant frequency of the cavities and, thereby, detune the tube. As the tube detunes, the power output drops. This, in turn, results in a reduction of the RF heating, allowing the tube to come back into tune. If this problem was not considered in the initial tube design the resulting tube would be unstable in its operation. This situation indeed exists in some tubes which are external cavities. These external cavities are cooled by air rather than by liquid, and the cavity tuning is seriously affected by the ambient air temperature. All high power klystrons are liquid cooled, including the cavities and tuners. The cavities are maintained at a stable temperature by controlling the temperature of the cooling liquid, therefore, thermal detuning is no longer a problem.

Drift tube heating is a serious problem in very high power and in medium power high frequency klystrons. The drift tubes, which are inside the vacuum envelope are physically small, and it is difficult to conduct the drift tube heat into the region outside the vacuum envelope. In some high power tubes it is necessary to bring the cooling liquid inside the vacuum envelope, and around the drift tubes, in order to remove the heat from them.

In some high power high frequency systems it is necessary to cool the output waveguide. An X-band waveguide carrying 5-kilowatts CW, becomes too hot to touch in normal ambient air. Fortunately, waveguides may be cooled easily by soldering copper tubing along the sides of the guide and running cooling liquid through the tubing.

Systems which use blowers for cooling will usually have an air flow switch. If the blower fails, the switch will open and remove power from appropriate power supplies. Systems employing liquid cooling normally distribute the liquid into a large number of paths, since the flow requirements are quite dissimilar. Each of the various paths will have a low flow interlock. If one of the liquid cooling circuits becomes plugged, the low flow interlock will open and remove power from the system. Liquid cooling systems also include pressure gauges and switches, temperature gauges, and over-temperature switches. Many systems have pressure or flow regulators. Some systems include devices which will sound an alarm before trouble actually occurs. In some cases this allows the problem to be corrected without shutting down the equipment.
Some discussion of cooling liquids is appropriate here. Distilled water is the best medium for cooling klystron amplifiers. Some very high power amplifiers specify that only distilled water may be used. Unfortunately, water freezes at an inconveniently high temperature. Many low and medium power klystrons permit the use of ethylene-glycol and water as the cooling liquid. Ethylene-glycol reacts with certain types of metals and hoses which might be used in the system. Therefore, special care must be taken in designing a system which is to use ethylene-glycol. Only non-ferrous metals should be used in a cooling system for a klystron amplifier.

Figure 8-30 illustrates a typical power klystron cooling system. Shown are the many protective devices associated with the complex cooling system. It should be stressed that the technician responsible for maintaining the klystron transmitter must be familiar with the cooling system of his equipment. Figure 8-31 illustrates a pictorial diagram of a high power klystron amplifier, and some of its associated components.

The above discussion should impress the reader with the fact that an expensive klystron amplifier system may be destroyed in a matter of seconds if the cooling system fails. A well designed system uses many protective devices to prevent this from happening.

NOISE IN KLYSTRON AMPLIFIERS

Volumes have been written about noise in microwave systems. Here, only the high points will be covered.

The output of a klystron amplifier contains harmonics. This is primarily because the output
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Figure 8-30. — Typical power klystron cooling system.
Figure 8-31.— Pictorial drawing of a high power klystron amplifier.

cavity is excited by bunches of electrons which pass through the output gap once every cycle. Since the driving energy supplied to the output cavity is not continuous, but rather occurs in quick pulses, it is evident that the output current may not be purely sinusoidal. Therefore, the output will contain harmonic components. This situation is analogous to that of a class C triode amplifier in which the plate current flows in pulses and sets up oscillating currents in the resonant plate circuit. In general, the harmonic output of a klystron amplifier is largest when the tube is operated at or above saturation. Harmonic content decreases when the tube is operated below saturation. Harmonics in the output may be reduced also by the use of harmonic filters.

Another source of distortion is the non-linearity of the klystron. If the RF signal is amplitude modulated, the RF output may not perfectly follow the RF input. This may result in distortion, increasing as the tube is driven closer to saturation on the peaks of the RF input signal. In general, klystron amplifiers should not be used to amplify amplitude modulated signals if the RF output is driven higher than 70 percent of the saturation level. Between 70 and 100 percent of saturation, considerable distortion may occur.

A klystron amplifier will generate a certain amount of white noise, just as in any other electron tube. White noise occurs primarily because an electron beam is never perfectly homogeneous. The amount of electrons will vary slightly with time, primarily due to shot noise at the cathode surface. This variation shows up as random noise in the RF output. A certain amount of noise may also be generated by electrons striking the drift tubes.

From the above discussion it may be seen that a klystron amplifier is relatively noisy. Therefore, power klystrons are not usually used to amplify weak microwave signals.

KLYSTRON MIXER

In addition to its use as a power amplifier, a klystron also may be used as a mixer. Heterodyning is accomplished in the electron beam. Usually the original input frequencies consist of a high frequency signal and low frequency signal. The high frequency signal is applied to the buncher cavity, while the low frequency signal may be applied either to the cathode or modulating grid. The buncher cavity is tuned so as to be resonant to the original high frequency signal and the intermediate and catcher cavities are tuned to the difference of the two original input frequencies.

KLYSTRON MODULATION

In a pulsed microwave system using a power klystron, one of three methods may be used to accomplish modulation. The first method is to switch the beam accelerating voltage on and off. The second is periodic interruption of the RF input signal. The last method is to turn the klystron beam current on and off.

When a klystron is pulsed by turning the accelerating voltage on and off, the entire beam
current must be pulsed as well. This action is similar to modulating a magnetron, and requires a modulator capable of handling the full power of the beam.

When modulation is accomplished by switching of the RF input signal, the beam current must also be pulsed. If this is not done, beam power will be dissipated, to no useful purpose, in the interval between RF input pulses. This reduces the efficiency of the tube.

Of the three methods, pulsing the modulating grid or anode is the most commonly used. For communications use, the klystron is usually modulated by applying the intelligence to the modulating grid.

**KLYSTRON ADVANTAGES AND DISADVANTAGES**

The chief advantage of a klystron amplifier is that it is capable of high power output along with good stability, efficiency, and gain. Since a klystron is basically a power amplifier it may be driven by a stable oscillator, operating at a lower frequency, followed by a frequency multiplier chain. This arrangement results in more stable operation than is possible with a self-excited power oscillator.

Another advantage of a klystron is that its d.c. and RF sections are separate. This allows the cathode and collector regions to be designed for optimum performance, without concern for their effect on RF fields. As a result, the life of a klystron is increased over other types of microwave power generators.

The chief limitations of klystron amplifiers are their large size, high operating voltages, and the complexity of their associated equipment.

**TRAVELING WAVE TUBE (TWT)**

The traveling wave tube is a high gain, low noise, wide bandwidth microwave amplifier. TWT’s are capable of gains of 40 db or more, with bandwidths of over an octave. (A bandwidth of one octave is one in which the upper frequency is twice the lower frequency.) TWT’s have been designed for frequencies as low as 300 MHz and as high as 50 GHz.

The primary use for the TWT is voltage amplification (although high power TWT’s, with characteristics similar to those of a power klystron, have been developed). Their wide band-width and low noise characteristics make them ideal for use as RF amplifiers in microwave and electronic countermeasures equipment.

**CONSTRUCTION**

Figure 8-32 is a pictorial diagram of a traveling wave tube. The electron gun produces a stream of electrons which are focused into a narrow beam by an axial magnetic field, much the same as in a klystron tube. The field is produced by a permanent magnet or electromagnet (not shown) which surrounds the helix portion of the tube. The narrow beam is accelerated, as it passes through the helix, by a high potential on the helix and collector. The function of the helix will be discussed later.

**OPERATION**

Whereas the electron beam in a klystron travels, for the most part, in regions free from RF electric fields, the beam in a TWT is continually interacting with an RF electric field.
propagating along an external circuit surrounding the beam.

To obtain amplification, the TWT must propagate a wave whose phase velocity is nearly synchronous with the d.c. velocity of the electron beam. It is difficult to accelerate the beam to greater than about one-fifth the velocity of light. Therefore, the forward velocity of the RF field propagating along the helix must be reduced to nearly that of the beam.

The phase velocity in a waveguide which is uniform in the direction of propagation is always greater than the velocity of light. However, this velocity may be reduced below the velocity of light by introducing a periodic variation of the circuit in the direction of propagation. The simplest form of variation is obtained by wrapping the circuit in the form of a helix whose pitch is equal to the desired slowing factor.

As previously explained, the electron beam is focused and constrained to flow along the axis of the helix. The longitudinal components of the input signal's RF electric field, along the axis of the helix or slow wave structure, continually interact with the electron beam to provide the gain mechanism of TWT's. This interaction mechanism is pictured in figure 8-33. This figure illustrates the RF electric field of the input signal, propagating along the helix, infringing into the region occupied by the electron beam.

Consider first the case where the electron velocity is exactly synchronous with the circuit phase velocity. Here, the electrons experience a steady d.c. electric force which tends to bunch them around position A, and debunch them around position B. This action is due to the accelerating and decelerating electric fields, and is similar to velocity and density modulation previously discussed. In this case, as many electrons are accelerated as are decelerated; hence, there is no net energy transfer between the beam and the RF electric field. To achieve amplification, the electron beam is adjusted to travel slightly faster than the RF electric field propagating along the helix. The bunching and debunching mechanisms just discussed are still at work, but the bunches now move slightly ahead of the fields on the helix. Under these conditions more electrons are in the decelerating field to the right of A than are in the accelerating field to the right of B. Since more electrons are decelerated than are accelerated, the energy balance is no longer maintained. Thus, energy transfers from the beam to the RF field, and the field grows.

Fields may propagate in either direction along the helix. This leads to the possibility of oscillation due to reflections back along the helix. This tendency is minimized by placing resistive material near the input end of the slow wave structure. This resistance may take the form of a lossy wire attenuator (fig. 8-32) or a graphite coating placed on insulators adjacent to the helix. Such lossy sections completely absorb any backward transmissibility.

Figure 8-33.—Helix field interaction.
traveling wave. The forward wave is also absorbed to a great extent, but the signal is carried past the attenuator by the bunches of electrons. These bunches are not affected by the attenuator, and, therefore, reinstitute the signal on the helix, after they have passed the attenuator.

Coupling

Some means must be provided to apply RF energy to one end of the helix and remove it from the other. Four methods of coupling are illustrated in figure 8-34.

Figure 8-34A illustrates waveguide matching. The waveguide is terminated in a nonreflecting impedance, and the helix is inserted into the waveguide, as shown. The efficiency of the system is rather good, but the waveguide has a far higher Q than the traveling wave tube. This means that the broad band characteristics of the TWT suffer in that the entire bandwidth is not available for amplification. The waveguide will not respond over such a wide spectrum.

The cavity match, illustrated in figure 8-34B, is very similar to the waveguide match. Cavities may be made to resonate over wider ranges than waveguides, but they still have a high Q compared to the TWT. The helix is placed at the mouth of the cavity, thereby absorbing any E-field produced. The RF is fed into the cavity by a coaxial cable.

Figure 8-34C illustrates a direct coax-helix match. It is the simplest system of all. The center conductor of the input coaxial cable is connected directly to the helix. Although this method is used quite frequently, it has a disadvantage. A high VSWR is set up by this match, and this causes heating around the input connection. Since this connection passes through the glass envelope, the envelope is subject to heating.
and breaking at this point. However, this is a major problem only in higher power TWT's.

Figure 8-34D illustrates the coupled helix match. In this system, the coaxial center conductor is attached to a small helix. The major helix is inserted within this input helix where it acts as the secondary of a transformer. This system has a good VSWR and is broader in bandwidth than cavities or waveguides, although it is unable to handle large amounts of power.

It should be noted, that any of the above coupling methods may be used for input as well as output coupling.

TWT MIXER

The traveling wave tube has also found application as a microwave mixer. By virtue of its wide bandwidth, the TWT can accommodate the frequencies generated by the heterodyning process (provided of course, that the frequencies have been chosen to be within the range of the tube). The desired frequency is selected by the use of a filter on the output of the helix. A TWT mixer has the added advantage of providing gain as well as simply acting as a mixer.

TWT MODULATION

A TWT may be modulated by applying the modulating signal to a modulator grid. The modulator grid may be used to turn the electron beam on and off, as in pulsed microwave applications, or to control the density of the beam and its ability to transfer energy to the traveling wave. Thus, the grid may be used to amplitude modulate the output.

TWT OSCILLATOR

A forward wave traveling wave tube may be constructed to serve as a microwave oscillator. Physically, a TWT amplifier and oscillator differ in two major ways. The helix of the oscillator is longer than that of the amplifier and there is no input connection to the oscillator.

The operating frequency of a TWT oscillator is determined by the pitch of the tube's helix. The oscillator may be tuned, within limits, by adjusting the operating potentials of the tube.

Operation

The electron beam, passing through the helix, induces an electromagnetic field in the helix. Although initially weak, this field will, through the action previously described, cause bunching of succeeding portions of the electron beam. With the proper potentials applied, the bunches of electrons will reinforce the signal on the helix. This, in turn, increases the bunching of succeeding portions of the electron beam. The signal on the helix is sustained and amplified by this positive feedback resulting from the exchange of energy between electron beam and helix.

GUNN (GALLIUM ARSENIDE) OSCILLATOR

The Gunn oscillator is a solid-state (gallium arsenide crystal) bulk effect source of microwave energy. The discovery that microwaves could be generated by applying a steady voltage across a chip of N type gallium arsenide crystal was made in 1963 by J.B. Gunn. The operation of this device results from the excitation of electrons in the crystal to energy states higher than those they normally occupy.

In a gallium arsenide semiconductor there exist empty electron valence bands, higher than those occupied by electrons. These higher valance bands have the property that electrons occupying them are less mobile under the influence of an electric field than when they are in their normal state at a lower valance band (valance bands were discussed in chapter 3 of volume I).

To simplify the explanation of this effect, assume that electrons in the higher valance band have essentially no mobility. If an electric field is applied to the gallium arsenide semiconductor, the current that flows will increase with an increase in voltage, provided the voltage is low. However, if the voltage is made high enough, it may be possible to excite electrons from their initial band to the higher band where they become immobile. If the rate at which electrons are removed is high enough, the current will decrease even though the electric field is being increased.

If a voltage is applied across an unevenly doped N type gallium arsenide crystal, the crystal will break up into regions with different intensity electric fields across them. In particular, a small domain will form within which the field will be very strong, whereas in the rest of the crystal, outside this domain, the electric field will be weak.

It is not difficult to see that such a domain is unstable. Consider the result of momentarily disturbing the electron density in such a crystal. Suppose there is a sudden increase in electron density at some point in the crystal which tends
to reduce the electric field to the left of the disturbance while increasing the electric field to the right. If the material has a positive resistance (an increase in current with an increase in voltage) the decreasing electric field to the left will result in a decreasing current flowing in to the region from the left, and the increasing field to the right will result in an increasing current flowing out of the disturbed region. The excess electrons will drain away. Thus, a disturbance caused by a temporary local increase in electron density will be dissipated as a result of the changing pattern of currents.

The situation is quite different in a negative resistance material. In a negative resistance material the decreasing field to the left of the disturbance will cause an increase in current flowing into the disturbed region, whereas the increase in the field to the right will tend to lower the current outside this region. This current pattern will have the effect of building up the charge disturbance even more; hence, the situation will become unstable and will result in a redistribution of the electric field within the crystal.

This concept may be more familiar in a somewhat different connection. It is possible to obtain negative resistance by accelerating electrons to such a velocity that when they collide with atoms in the system they produce more free electrons. Once this happens, the voltage necessary to produce a given current declines. If voltage is applied across the material, different regions of the material may conduct different quantities of current. In fact, filaments form across the material, each containing a different current. The extreme example of this situation is an electric spark in a gas, which consists of narrow filaments of high current, while the rest of the gas in the region is transporting much smaller currents. The spark is in some sense, a current domain, whereas this discussion concerns electric field domains.

The domains formed in the gallium arsenide crystal will not be stationary, since the electric field acting on the electron energy will cause the domain to move across the crystal. This is illustrated in figure 8-35. The domain will travel across the crystal from one electrode to the other, and as it disappears at the anode a new domain will form near the cathode.

The Gunn oscillator will have a frequency inversely proportional to the time required for a domain to cross the crystal. This time is proportional to the length of the crystal, and to
some degree to the potential applied. Each domain results in a pulse of current at the output, hence, the output of the Gunn oscillator is a microwave frequency which is determined, for the most part, by the physical length of the chip.

The Gunn oscillator has delivered power outputs of 65 milliwatts at 2 GHz (continuous operation) and up to 200 watts in pulsed operation. The power output capability of this device is limited by the difficulty of removing heat from the small chip. It is conceivable that much higher power outputs may be achieved by using many wafers of gallium arsenide as a single source.

The advantages of the Gunn oscillator are its small size, ruggedness, low cost of manufacture, lack of vacuum or filaments, and relatively good efficiency. These advantages open a wide range of application for this device in all phases of microwave transmissions. It and other solid-state bulk effect microwave devices are still new, and much research is being carried on in this area. It is conceivable that these devices will rival the conventional electron tube microwave devices in future applications.
CHAPTER 9

MICROWAVE RECEIVERS

The RF echo pulses reflected by a distant object are similar to the transmitted pulses discussed in chapter 8, but are considerably diminished in amplitude. These minute signals are amplified and converted into video pulses by the receiver. A voltage amplification in the order of $10^6$ is required to produce a video pulse of sufficient amplitude to intensify the beam of a CRT. The receiver must accomplish this amplification with minimum introduction of noise voltages.

In addition to having high gain and a low noise figure, the receiver must provide a sufficient bandwidth to pass the many harmonics contained in the video pulses. This is to minimize distortion of the pulses. The receiver must also accurately track, or follow, the transmitter in frequency since any amount of drift will diminish the reception of the echo signal. The receiver tuning range need only be equal to that of the transmitter.

BASIC SYSTEM

The superheterodyne receiver is exclusively used in microwave systems. A simple block diagram of a microwave receiver based on the superheterodyne principle is shown in figure 9-1. The echo signal enters the system via the antenna shown in the upper left-hand corner of figure 9-1. It passes through the duplexer (discussed in chapter 10) and is amplified by the low-noise RF amplifier. (TWT's, parametric amplifiers, and masers are representative devices which are used as low noise, high gain RF amplifiers.) When external noise is negligible, the noise generated by the input stage of the receiver largely determines the receiver sensitivity. In early radar receivers and many present day receivers, an RF amplifier is not used and the mixer is the first stage (as indicated by the dashed path in fig. 9-1). The function of the mixer stage, or first detector, is to translate the RF to a lower intermediate frequency, usually 30 or 60 MHz. This is accomplished by heterodyning the returning RF signal echo with a local oscillator signal in a nonlinear device (mixer) and extracting the signal component at the difference frequency (IF). The purpose of this process is explained in an earlier chapter. It is thus sufficient here merely to state that by using the intermediate frequency, the necessary gain is easier to obtain than by using the higher RF. It is also easier to develop the response function (or bandpass characteristic) of the receiver IF stages. The second detector, which is sometimes an electron tube but more often a crystal rectifier, extracts the video modulation from the carrier. The modulation is amplified in the video stages to a level high enough to operate the indicator or display devices.

One of the requirements of the radar receiver is that its internal noise be kept to a minimum. It is important, therefore, that the input stages of receivers be designed with low noise figures. If the mixer is the first stage, its crystal characteristics will include low conversion loss and a low noise to temperature change ratio. Any noise generated by the local oscillator must be kept out of the mixer stage, either by the insertion of a narrowband filter between the local oscillator and the crystal or by the use of a balanced mixer.

As the bandwidth of the RF portion of the receiver is relatively wide, the frequency-response characteristic of the IF amplifier determines the overall response characteristic of the receiver. It is in the design of the IF portion of the receiver that the response characteristics are accomplished as is also the signal-to-noise ratio.

AUTOMATIC FREQUENCY CONTROL

The AFC system (fig. 9-1) normally employed to keep the receiver in tune with the transmitter is known as a DIFFERENCE-FREQUENCY SYSTEM. In this system a portion of the transmitter
signal is coupled into the AFC mixer and is heterodyned with the local oscillator signal. If the transmitter and receiver are correctly in tune, the resultant difference frequency will be at the correct IF. If the receiver is not in tune with the transmitter, the difference frequency will not be correct. Any deviation from the correct IF signal is detected by the AFC frequency discriminator, which, in turn, generates an error voltage which magnitude is proportional to the deviation from the correct IF, and which polarity determines the direction of the error. The error voltage corrects the frequency of the local oscillator common to both the receiver mixer and AFC mixer.

LOCAL OSCILLATOR

In radar, most receivers use 30- or 60-MHz intermediate frequencies. A highly important factor in receiver operation is the tracking stability of the local oscillator which generates the frequency that beats with the incoming signal to produce the IF. For example, if the local oscillator frequency is 3000 MHz, a frequency shift of as much as 0.1% would be a 3-MHz frequency shift. This is equal to the bandwidth of most receivers and would cause a considerable loss in gain.

In receivers which use crystal mixers, the power required of the local oscillator is small, being only 20 to 50 milliwatts in the 4000-MHz region. Due to the very loose coupling, only about one milliwatt actually reaches the crystal.

Another requirement of a local oscillator is that it must be tunable over a range of several megahertz. This is to compensate for changes in the transmitted frequencies and in its own frequency. It is desirable that the local oscillator have the capability of being tuned by varying the voltage applied to it.
Operation

Because the reflex klystron meets the above requirements, it is used as a local oscillator in microwave receivers. The following deals with its operation. The cavity resonators are treated as parallel resonant circuits. The schematic diagram of a reflex klystron is illustrated in figure 9-2.

Electrons accelerated by the accelerator grid will be velocity modulated as they pass through the cavity grids (grids 2 and 3). The electrons, after passing through the cavity grids, will move at different velocities. Since the repeller plate is made highly negative, the electrons progressing toward it will stop and reverse their direction. The high velocity electrons will come physically closer to the repeller plate than either the medium or low velocity electrons. After repulsion, they will be directed back toward the cavity grids. In the reflex klystron, bunching action occurs on the return trip of the electrons. In fact, bunching occurs immediately before the electrons come under the influence of the RF field about the cavity grids. The distance that the electrons move before they are repelled by the negative repeller plate is a function of the voltage values of the accelerating grid, the d.c. value of the voltage applied to the cavity grids, the d.c. voltage applied to the repeller plate, and the magnitude of the RF voltage coupled to the cavity grids by the cavity resonator. The voltages applied and the physical construction of the klystron should be of such values that the electrons will return to the cavity grids in bunches.

To explain the bunching process a diagram is illustrated in figure 9-3A. This diagram is sometimes referred to as an APPLEGATE DIAGRAM. Figure 9-3B shows a velocity-time diagram of the electrons during transit. The electron at time 3 (center electron) passes the cavity as the RF field (bunching voltage) is zero, and its velocity is unaffected. Therefore, an electron bunch will form about it. The time 1 and 2 electrons pass the cavity with higher velocity, because they pass through the cavity at a time when the RF field (bunching voltage) across the cavity grids accelerates them. Therefore, they penetrate farther into the retarding field, and return to the cavity at essentially the same time as the center electron (fig. 9-3A). Similarly, the electrons at times 4 and 5 leave with lower velocity, penetrate a shorter distance and return at essentially the same instant as the three previous electrons.

The potential of the cavity grids when the repeller electrons return is important. The bunched electrons should be returned when the potential applied to the cavity grids is such that the energy of the returning bunches will be absorbed. The maximum absorption of energy will occur when the bunched electrons reach the midpoint between the cavity grids in coincidence with the maximum positive peak of RF voltage between these grids. As the electron bunch reaches
the midpoint, the grid nearest the repeller plate must be positive in relation to the other buncher grid for correct alignment of the electrostatic field. The electron bunch will be decelerated in this field, thus expending some of it’s energy in sustaining RF oscillations within the grid cavity. For example, in figure 9-3B, the center electron (time 3) remains in the repelling field three-quarters of a cycle and the bunch (electrons at time 1, 2, 3, 4, and 5) return at time 9, when the cavity field has a maximum value in the direction to decelerate the returning bunch.

Under these conditions, electrons leaving the cathode will receive maximum acceleration from the cavity field, while returning electron bunches will receive maximum deceleration. If the grids are separated by approximately one-half a wavelength, the electron bunch would pass through the first grid (one nearest the repeller plate) as its RF potential is zero and changing from negative to positive. The electron bunch would pass through the second grid when its potential is zero and is changing from negative to positive. After the returning electron bunches have given their energy to the cavity, they are absorbed by the cavity grid nearest the cathode and are returned to the power supply.

The cavity grids perform a dual function—velocity modulation and that of a catcher grid. The output from the tube is taken by use of the coupling loop shown in the diagram.

By proper adjustment of the negative voltage applied to the repeller plate, the electrons which have passed through the bunching field may be made to pass through the resonator again at the proper time to deliver energy to this circuit. Thus the feedback needed to produce oscillations is obtained and the tube construction is greatly simplified. Spent electrons are removed from the tube by the positive accelerator grid or by the grids of the resonator. The operating frequency of the tube can be varied over a small range by changing the voltage on the repeller plate. This potential determines the transit time of the electrons between their first and second passages through the resonator. However, the output power of the oscillator is affected considerably more than the frequency by changes in the magnitude of the repeller voltage. This is because the output power depends upon the fact that the electrons are bunched at exactly the decelerating half-cycle of oscillating grid voltage. The volume of the resonant cavity is changed to change the oscillator frequency. The repeller voltage may be varied over a narrow range to provide minor adjustments in frequency.

It was mentioned that the electron bunches should arrive at the grids midpoint when the RF swing is at its maximum positive value on the grid closest to the repeller plate. It is not necessary for the electron bunches to return on the first positive half-cycle. They may be returned on the second, third, or fourth positive half-cycles. The positive half-cycle in which the electrons are returned and bunching occurs determines the MODE OF OPERATION.

The mode of operation is determined by the transit time of the electrons. Transit time here means the time between which electrons leave the bunching grids and the time when the bunches deliver their energy to the cavity grids. Figure 9-4 shows the electrons being returned for the different operational modes. For the first mode, the bunching should occur three-fourths of a cycle after the average velocity electrons leave the bunching grids, the second mode of operation occurs one and three-fourths cycles after the average velocity electrons leave the bunching grids, the third after two and three-fourths cycles, and the fourth after three and three-fourths cycles. In practical operation, either the second, third, or fourth modes are used.

Since the mode of operation is determined by the transit time of the electrons, and the transit time is a function of both the accelerator voltage and the repeller plate voltage; the mode of
operation is controlled by the repeller plate voltage because the accelerating voltage is a fixed quantity.

The variations of power output and frequency that occur as the repeller voltage of a reflex klystron is changed are particularly important characteristics of the tube. Figure 9-5 illustrates curves that may be obtained if the power output and frequency of a reflex klystron are measured as its repeller voltage is varied from zero to a large negative value, accelerating voltage and load remaining fixed. Oscillations occur only for certain ranges of the reflector voltage (corresponding to the voltage modes) for which the electron bunches return to the cavity in the proper phase to deliver energy to the cavity.

The center points of the modes, labeled A, B, and C, in figure 9-5, correspond to reflector voltages for which the time spent by electrons in the retarding field is correct. That is, an integral number of cycles plus three-quarters of a cycle. At these points the oscillation frequency is the resonant frequency of the cavity, and the power output is the maximum power of that mode. Note that the power outputs for the various modes at the resonant frequency are not the same and that the output is least in the highest mode. This can be explained by examining the factors which limit the amplitude of oscillations and which, in turn, limit the power output.

Power and amplitude limitations are due to overbunching as well as the usual losses in the oscillatory circuit. Overbunching occurs as oscillations build up and the bunching voltage becomes greater, thus increasing the amount of acceleration and deceleration. This causes bunching to occur in a shorter period of time (before the electrons reach the grids on the return trip) which tends to reduce the magnitude of oscillations. In the higher modes of oscillations where the bunches are formed more slowly, the electrons are more susceptible to overbunching.

As shown in figure 9-5, the frequency of oscillations in a reflex velocity-modulated tube is variable to a limited degree in any of the modes of operation by varying the repeller voltage. When the repeller voltage is varied, it causes a bunch to return either a little sooner or a little later than normal. Off resonance, the amplitude of oscillations decreases by an amount depending on the Q of the cavity. In this tube the tuning range is small in comparison with the frequency of oscillations and varies somewhat from one mode to another. It is greatest in the highest mode, because bunching and debunching take place at a slower rate and because greater variation from the ideal time of return is possible without debunching, which would cause the amplitude of oscillations to drop below the usable output level.

Figure 9-5.—Power and frequency characteristics of reflex klystron.
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Another way to look at this is to consider that in the highest mode, the time required by an electron leaving the grids to return is greater, and the change in period and its accompanying change in frequency occur in a shorter period. To illustrate, in the third mode the interval before return must be about two and three-fourths cycles. A small change in the period of the bunching voltage would therefore by only 3/11 as great a portion of the interval as it would if operation were in the first mode where the ideal time interval is three-fourths of a cycle.

The band of frequencies which can be obtained by varying the repeller voltage lies between the half power points shown in figure 9-5. This range of frequencies is known as the ELECTRICAL BANDWIDTH. The power output curve of the bandwidth is unsymmetrical for the lower order voltage mode. This results from the fact that if the repeller voltage is increased, not only does the bunching voltage decrease and cause bunches to form at a later time, but the repeller voltage causes a quicker return. The effects of the two actions combine to cause poor bunching at the the electrons return, resulting in a rapid drop in output on the high side of the hump. At lower voltages, however, even though the bunching voltage decreases and causes slower bunching, the decreased repeller voltage causes a later return to the grids. In this way, the two effects are counteracting and a greater change in repeller voltage is possible before the output drops below the usable level. The asymmetry is not noticeable in the higher order modes because the percentage change in bunching that can occur in a higher order mode is negligible.

As the local oscillator in a microwave receiver, a reflex klystron need not supply large amounts of power but should oscillate at a frequency that is relatively stable and easily controlled.

The need for a wide electronic tuning range suggests the use of a voltage mode of a high order. However, if a mode of excessively high order is selected, the power available is too small for local oscillator applications, and a compromise between wide range and power is necessary. Use of a very high order mode is undesirable also because the noise output of a reflex klystron is essentially the same for all voltage modes. Thus, the closer coupling to the mixer required with high order, low power modes increases the receiver noise figure. Usually the 1-3/4 or 2-3/4 voltage mode is found suitable. Since the modes are nonsymmetrical, the point of operation is usually a little below the resonant frequency of the cavity. This makes possible tuning above the operating frequency to a greater degree than if the precise resonant frequency was used.

In practice, the reflex klystron is used in conjunction with an automatic frequency control circuit. Since, the repeller voltage is effective in making small changes in frequency, the AFC circuit is used to control the repeller voltage to maintain the correct intermediate frequency. It should be noted that the coarse frequency of oscillation is determined by the dimensions of the cavity and there is, on most reflex klystrons, a coarse frequency adjustment which varies the cavity size.

Tubes

Table 9-1 gives some of the operating characteristics of some representative reflex velocity-modulated tubes. The data in this table will give you an idea of the order of magnitude of tube quantities. As can be seen, there is a wide variation between different tubes and different conditions of operation.

The K417 reflex klystron is one of the earlier types that was used for 10-cm. operation. One feature of this tube was that in its early application it did not have provision for controlling the frequency through a change in the repeller voltage since both coarse and fine frequency controls changed the cavity grid spacing.

Another 10-cm. tube is the 707A (McNally) tube shown in figure 9-6. In it the cavities are external to the tube and are not evacuated. This makes them susceptible to changes in temperature which results in changes in frequency. To get good frequency stability it is necessary to control the cavity temperature. The coarse frequency control consists of plugs which, when screwed into or out of the cavity, change its size. Fine frequency is controlled by a variable repeller plate voltage.

The Shepherd-Pierce tube (fig. 9-7) is an all metal tube which is available for both 10-cm. (726A) and 3-cm. (723A) operation. In it the cavities are located inside the tube. Mechanical coarse tuning is accomplished by varying the size of the cavities. The cavity size is varied by screw adjusting the tuning struts. The repeller voltage control also serves as the fine frequency control. The 10-cm. and 3-cm. type Shepherd-Pierce tubes differ in the shape of the cavity and in the method of coupling the output. The one illustrated employs a coaxial output lead.
Table 9-1.—Representative Reflex Klystrons Operating Characteristics

<table>
<thead>
<tr>
<th>Type No.</th>
<th>Frequency (MHz)</th>
<th>Accelerating voltage, volts</th>
<th>Beam current, ma</th>
<th>Repeller voltage, volts</th>
<th>Power output, mw</th>
<th>Electronic tuning range, (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K417</td>
<td>3000</td>
<td>300-600</td>
<td>6-30</td>
<td>-50 to -500</td>
<td>150</td>
<td>5</td>
</tr>
<tr>
<td>707A</td>
<td>3000</td>
<td>250-325</td>
<td>25-35</td>
<td>0 to -250</td>
<td>75</td>
<td>30</td>
</tr>
<tr>
<td>726A</td>
<td>3000</td>
<td>300</td>
<td>22</td>
<td>-20 to -300</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>723A</td>
<td>9400</td>
<td>300</td>
<td>18-25</td>
<td>-20 to -300</td>
<td>20</td>
<td>45</td>
</tr>
</tbody>
</table>

![Figure 9-6. 707A (McNally) external cavity reflex klystron.](image)

![Figure 9-7. Shepherd-Pierce internal cavity reflex klystron.](image)

**MICROWAVE RECEIVER MIXERS**

Many microwave receivers do not employ RF amplifiers. They simply use a crystal mixer stage as the receiver front end. A crystal is used rather than an electron tube diode because at microwave frequencies the tube would generate excessive noise. Most electron tubes would also be limited by the effects of transit time.

A type of crystal commonly used is the POINT CONTACT SILICON CRYSTAL DIODE. Unlike the
junction diode, the point contact diode depends on the pressure of contact between a point and a semiconductor crystal for its operation. Figure 9-8A and B illustrates a cutaway view of a point contact diode. One section of the diode consists of a small rectangular crystal on N type silicon. A fine beryllium-copper, bronze-phosphor, or tungsten wire called the CATWHISKER presses against the crystal and forms the other part of the diode. During the manufacture of the point contact diode, a relatively large current is passed from the catwhisker to the silicon crystal. The result of this large current is the formation of a small region of P material around the crystal in the vicinity of the point contact. Thus, there is a PN junction formed which behaves in the same way as the PN junctions previously described in chapter 5 of volume I.

The reason for using the pointed wire instead of a flat metal plate is to produce a high intensity electric field at the point contact without using a large external source voltage. It is not possible to apply large voltages across the average semiconductor because of excessive heating.

The end of the catwhisker is one of the terminals of the diode. It has a low resistance contact to the external circuit. A flat metal plate on which the crystal is mounted forms the lower contact of the diode with the external circuit. Both contacts with the external circuit are low resistance contacts.

The characteristics of the point contact diode under forward and reverse bias are somewhat different from those of the junction diode. With forward bias, the resistance of the point contact diode is higher than that of the junction diode. With reverse bias, the current flow through a point contact diode is not as independent of the voltage applied to the crystal as it is in the junction diode. The point contact diode has an advantage over the junction diode in that the capacitance between the catwhisker and the crystal is less than the capacitance between the two sides of the junction diode. As such, the capacitive reactance existing across the point contact diode is higher and the capacitive current that will flow in the circuit at high frequencies is smaller. A cutaway view of the entire point contact diode is shown in figure 9-8C. The schematic symbol of a point contact diode is shown in figure 9-8D.

The simplest type of radar mixer is the SINGLE ENDED or UNBALANCED CRYSTAL MIXER. This type of mixer is illustrated in figure 9-9. The mixer illustrated uses a tuned section of coaxial transmission line one-half wavelength long which matches the crystal to the signal echo and the local oscillator (LO) inputs. Local oscillator injector is accomplished by means of a probe, while the signal is injected by means of a slot in the coaxial assembly. This slot would normally be inserted in the duplexer waveguide assembly (to be discussed in chapter 10) and properly oriented to provide coupling of the returned signal. In this application, the unwanted signals at the output of the mixer (the carrier, local oscillator, and the sum of these two signals) are effectively eliminated by a resonant circuit tuned to the intermediate, or difference, frequency. One advantage of the unbalanced crystal mixer is its simplicity. It has, however,
one major disadvantage. That is its inability to cancel local oscillator noise. Recall that a klystron generates a high degree of noise. Difficulty in detecting weak signals will exist should noise be allowed to pass through the mixer along with the signal.

One type of mixer which cancels local oscillator noise is the BALANCED, or HYBRID, MIXER (sometimes called the MAGIC TEE). Figure 9-10 illustrates this type of mixer. In hybrid mixers, crystals are inserted directly into the waveguide. The crystals are located one-quarter wavelength from their respective short-circuited waveguide ends. This is a point of maximum voltage along a tuned line. The crystals are also connected to a balanced transformer, the secondary of which is tuned to the desired IF. The local oscillator signal is introduced into the waveguide local oscillator arm and distributes itself as shown in figure 9-11A. Observe that the LO signal is in phase across the crystals. The echo signal is introduced into the echo signal arm of the waveguide and is out of phase across the crystals, as illustrated in figure 9-11B. The resulting fields are illustrated in figure 9-11C.

Since there is a difference in phase between echo signals applied across the two crystals, and because the signal applied to the crystals from the LO is in phase, there will be a condition when both signals applied to crystal #1 will be in phase, and the signals applied to crystal #2 will be out of phase. This means that an IF signal of one polarity will be produced across crystal #1 and an IF signal of the opposite polarity will be produced across crystal #2. When these two signals are applied to the balanced output transformer (fig. 9-10) they will add. Outputs of the same polarity will cancel across the balanced transformer.

It is this action which eliminates the LO noise. Noise components which are introduced from the LO are in phase across the crystals and are therefore cancelled in the balanced transformer. It is necessary that the RF admittances of the crystals be nearly equal or the LO noise will not completely cancel. It should be noted that only the noise produced by the LO is canceled. Noise arriving with the echo signal is not affected.

**IF AMPLIFIERS**

The IF section of a microwave receiver determines the receiver's gain, signal-to-noise ratio, and effective bandwidth. The IF amplifier stages must have sufficient gain and dynamic range to accommodate the expected variation of echo signal power. They must have a low noise figure and a bandpass wide enough to accommodate the range of frequencies associated with the echo pulse.

**Input Stage**

The most critical stage of a microwave receiver's IF section is the input or first stage. Upon the excellence of this stage, depends the noise figure of the receiver and the performance...
of the entire receiving system with respect to detection of small objects at long ranges. Not only must gain and bandwidth be considered in the design of the first IF stage, but also, and perhaps of more importance, noise generation in this stage must be low. Noise generated in the input IF stage will be amplified by succeeding stages and may exceed the echo signal in strength.

A circuit configuration used to satisfy most requirements of the IF input stage, is a grounded-cathode triode followed by a grounded-grid triode.

This configuration is illustrated in figure 9-12 and is called a CASCODE AMPLIFIER.

Both triode stages form one cascode amplifier stage. Triodes are used instead of pentodes since triodes generate less tube noise. The noise figure of the cascode amplifier is approximately equal to the noise figure of the first triode stage, V1, since V2 is a grounded grid amplifier and contributes very little noise. V2 loads V1 to the point where the first-stage gain is essentially unity. In addition, this enhances the stability of the circuit since, with such low gain the first stage will not oscillate and need not be neutralized. V2, a grounded grid amplifier, does not require neutralization. The gain of the stage is primarily that of V2.

L1, L2, L3 and L4 are tuned so that, with their associate stray capacitances, they resonate at the desired midband frequency. The resonant circuit composed of L3 and its associated stray capacitance provides a d.c. path for V2 while representing a high impedance to the RF. A cascode amplifier provides the stability, gain, and bandwidth of a pentode and the low noise figure of a triode.

Figure 9-11.—Balanced mixer fields.

Figure 9-12.—IF input stage.
Second and Final IF Stages

IF stages succeeding the first stage may use pentodes to achieve higher gain. This is possible because the signal level has been sufficiently increased by the low noise input stage so as to preclude problems caused by noise generation of pentodes. A commonly used IF circuit is the single tuned amplifier illustrated in figure 9-13. Note that each stage includes only one tuning adjustment. Inductance \( L \) is varied until resonance between it and the total shunt capacitance of the stage occurs at the desired IF.

As was previously stated, the IF stages require a wide bandwidth to accommodate the many frequencies which form the echo pulse. Insufficient bandwidth results in what is known as TRANSIENT DISTORTION. Transient distortion is the inability of the stages to amplify transients linearly. One type of transient distortion of a pulse is illustrated in figure 9-14. Transient distortion may result in ambiguities in the range of the target, due to the nonlinear rise of the leading edge of the reproduced echo pulse.

The cascading of amplifier stages to achieve the high gain required in microwave IF amplifiers results in an overall bandwidth reduction. To compensate for this effect, the bandwidth of separate stages must be increased. This may be accomplished by several methods. One method is stagger tuning. Stagger tuning was discussed in detail in chapter 17 of volume I. Briefly reviewing, the resonant frequencies of the various stages combine so that together they pass the frequency band to be amplified. The product of each stage's amplitude response curve forms the overall response curve. A response curve for stagger tuning is illustrated in figure 9-15.

Another method of increasing individual stage bandwidth is by using low Q tank circuits. This is possible since the stage bandwidth depends primarily on the tank circuit Q. A resistor called a SWAMPING RESISTOR is placed across the tank in...
and thereby reduces the circuit $Q$. The reduction in $Q$ also results in a reduction in gain and additional stages may be required to achieve the necessary amplification. This method was also covered in chapter 17 of volume I.

A third method of increasing bandwidth, discussed in chapter 17 of volume I, is double-tuned, stagger-tuned coupling. The response characteristic of such a double-tuned stage is dependent upon the degree of coupling. Amplitude response curves for varying degrees of coupling are illustrated in figure 9-16. The degree of coupling usually employed is a form of overcoupling. Overcoupling occasionally produces oscillations in the vicinity of the pulse edges. Thus, if all stages of the IF amplifier section are double stagger-tuned, coupling greater than transition (optimum) coupling should be avoided. An amplifier comprising only double stagger-tuned stages is difficult to adjust. Therefore, such stages are ordinarily used in combination with a greater number of single tuned stages. In such an amplifier, the double tuned stages may be overcoupled. The combination of double tuned and single tuned response curves yields a flat overall characteristic response.

The gain of an IF amplifier is high. Because of this high gain, caution must be used to prevent the least amount of regenerative feedback. A small value of voltage in the proper phase fed back to a previous IF stage will cause the amplifier to break into oscillations. Because of this, great care is taken to minimize the possibility of positive feedback. Extensive decoupling in the plate and heater circuits of microwave IF
amplifiers is necessary and generally provided. IF amplifiers in microwave receivers are usually isolated and well shielded to prevent any undesired feedback or coupling.

The tuning of an IF amplifier section is generally critical. Whenever required, it should be done in accordance with the instructions contained in the manual for the particular equipment concerned, and care should be exercised.

DETECTOR

The detector in a microwave receiver serves to convert the IF pulses into video pulses. After amplification, these are applied to the indicator. The simplest form of detector, and that one most commonly used in microwave receivers is the diode detector.

A diode detector circuit is illustrated in figure 9-17A. The secondary of T1 and C1 form a tuned circuit which is resonant at the intermediate frequency. Should an echo pulse of sufficient amplitude be received, the voltage, $e_i$, developed across the tuned circuit is an IF pulse. The amplitude of this pulse is in the order of several volts. Its shape is indicated by the dashed line in figure 9-17B. Positive excursions of $e_i$ cause no current to flow through the diode. However, negative excursions result in a flow of diode current and a subsequent negative voltage, $e_0$, to be developed across $R_1$ and $C_2$. Between peak negative voltage excursions of the $e_i$ wave, capacitor $C_2$ discharges through $R_1$. Thus, the $e_0$ waveform is a negative video pulse with sloping edges and superimposed IF ripple, as indicated by the solid line in figure 9-17B. Negative polarity of the output pulse is ordinarily preferred, but a positive pulse may be obtained by reversing the connections of the diode. Inductance $L_1$ in figure 9-17A in combination with wiring capacitance and $C_2$ forms a low-pass filter. This filter attenuates the IF components in the $e_0$ waveform but results in a minimum loss of video high frequency components.

VIDEO AMPLIFIERS

The video amplifier receives the pulses from the detector and amplifies these pulses for application to the indicating device. A video amplifier is fundamentally an RC coupled amplifier which uses high gain transistors or pentodes. However, a video amplifier must be capable of a relatively wide frequency response. Stray and interelectrode capacitances reduce the high frequency response of an amplifier, and the reactance of the coupling capacitor diminishes the low frequency response. To overcome these problems, a video amplifier utilizes frequency compensation networks as discussed in chapters 6 and 7 of volume I for transistors and electron tubes respectively. All or any one of the types of compensation may be used in a video amplifier stage.

INDICATOR

After the video pulse has been amplified, it must be supplied to the indicator. The indicator may be some distance from the radar receiver. The output of video amplifiers must be transmitted, by coaxial cable, to the indicator. To accomplish this with a maximum transfer of power requires that the output impedance of the video amplifier be matched to the impedance of the coaxial cable. As the characteristic impedance of coaxial cable is relatively low, a cathode follower is used to accomplish the impedance match.

If the video signal must be transmitted a considerable distance, there may be a significant cable attenuation loss. To overcome such line losses, indicators contain additional video amplifiers.
MOVING TARGET INDICATOR (MTI) SYSTEM

The moving target indicator (MTI) system effectively cancels clutter caused by fixed target signals, and thus reveals moving target signals. The unwanted echoes can consist of ground clutter (echoes from surrounding objects on the ground), sea clutter (echoes from the irregular surface of the sea), or even echoes from storm clouds. The problem is to find the desired echo in the midst of the clutter. To do this, the MTI system must be able to distinguish between fixed and moving targets and then eliminate only the fixed targets. This is accomplished by phase detection and pulse-to-pulse comparison.

Target echo signals from fixed objects have a definite fixed phase relationship from one receiving period to the next. Moving objects produce echo signals that have a different phase relationship from one receiving period to the next. It is on this principle that the MTI system operates to discriminate between fixed and moving targets.

Elimination of fixed targets is obtained by delaying the signals received from each transmitted pulse for a period of time exactly equal to the pulse recurrence time, and then combining the delayed signals with the signals received from the next transmitted pulse in such a manner that the amplitudes subtract from each other. Since the fixed targets give the same amplitude on each successive pulse, they will be eliminated. But the moving target signals are, in general, of different amplitude on each successive pulse so that the signals do not completely cancel but leave a small signal that can be amplified and presented on the indicators.

In figure 9-18, 30-megahertz signals from the signal mixer are applied to the 30-megahertz amplifier, where they are amplified, limited, and fed to the phase detector. Another 30-megahertz signal, obtained from the coherent oscillator (coho) mixer, is applied as a lock pulse to the coho. The coho lock pulse is originated by the transmitted pulse and is used to synchronize the coho to a fixed phase relationship with the transmitted frequency at each transmitted pulse. The 30-megahertz CW reference signal output of the coho is applied, together with the 30-megahertz echo signal, to the phase detector.

The phase detector produces a video signal whose amplitude is determined by the phase difference between the coho reference signal and the IF echo signals. This phase difference is the same as that between the actual transmitted pulse and its echo. The resultant video signal may be either positive or negative. This video output, called coherent video, is applied to the 14-megahertz carrier oscillator.

The 14-megahertz CW carrier frequency is amplitude modulated by the phase-detected coherent video. The modulated signal is amplified and applied to two channels. One channel delays the 14-megahertz signal for a period equal to the time between transmitted pulses. The signal is then amplified and detected. The delay required (the period between transmitted pulses) is obtained by using a mercury delay line or a fused quartz delay line, which operates ultrasonically at 14 megahertz.

The signal to the other channel is amplified and detected with no delay introduced. This channel includes an attenuating network that introduces the same amount of attenuation as does the delay line in the delayed video channel. The resulting nondelayed video signal is combined in opposite polarity with the video signal resulting from the preceding echo signal, that is, the delayed signal. The amplitude difference at the comparison point, if any, between the two video signals is amplified, and since the signal is bipolar, it is made unipolar. The resultant video signal, which represents only moving targets, is sent to the indicator system for display.

An analysis of the MTI system operation just described shows that signals from fixed targets, which have an unchanging phase relationship to their respective transmitted pulses, produce in the phase detector recurring video signals of the same amplitude and polarity. Thus, when one video pulse is combined with the preceding pulse of opposite polarity, the video signals cancel, and no information is passed on to the indicator system.

Signals from moving targets, however, will have a varying phase relationship with the transmitted pulse. As a result, the signals from adjacent receiving periods produce signals of different amplitudes in the phase detector. When such signals are combined, the difference in signal amplitude provides a video signal that is sent to the indicator system for display.

The timing circuits, shown in figure 9-18, are used to accurately control the transmitter pulse recurrence frequency to insure that the pulse repetition period remains constant from pulse to pulse. This is necessary, of course, for the pulses arriving at the comparison point to coincide in time and thus achieve cancellation of fixed targets.
As shown in figure 9-18, a feedback loop is used from the output of the delay channel, through the pickoff amplifier, to the trigger generator and gating multivibrator circuits. The leading edge of the square wave produced by the detected carrier wave in the delayed video channel is differentiated at the pickoff amplifier and used to activate the trigger generator and gating multivibrator. The trigger generator sends an amplified trigger pulse to the modulator, causing the set to transmit.

The gating multivibrator is also triggered by the negative spike from the differentiated square wave. This stage applies a 2400-microsecond negative gate to the 14-MHz carrier oscillator. Thus, the 14-megahertz oscillator operates for 2400 microseconds and then is cut off. Since the delay line time is 2500 microseconds, the 14-megahertz oscillations stop before the initial waves reach the end of the delay line. This wave train, when detected and differentiated, turns the gating multivibrator on, producing another 2400-microsecond wave train. The 100 microseconds of the delay period when no signals are applied to the delay line is necessary in order that the mechanical waves within the line have time to damp out before the next pulse repetition period. In this manner the pulse repetition period of the set is controlled by the delay of the mercury or quartz delay line. Since this delay line is also common to the video pulses going to the comparison point, the delayed and the undelayed video pulses will arrive at exactly the same time.
CHAPTER 10

DUPLEXERS AND ANTENNAS

Whenever a single antenna is used for both transmitting and receiving, as in a radar system, there arises the problem of ensuring that maximum use is made of the available energy. The simplest solution is to use a mechanical switch to transfer the antenna connection from the receiver to the transmitter during the transmitted pulse and back to the receiver during the return (echo) pulse. However, the high pulse repetition rate of radar systems makes the use of a mechanical switch impossible. Therefore, electronic switches, commonly called TR (transmit-receive) SWITCHES, are used. The device which performs the switching is known as a DUPLEXER. The duplexer is the subject of the first part of this chapter.

DUPLEXER

When selecting a switch for the task of switching the antenna from transmitter to receiver, it must be remembered that protection of the receiver is as important as the power-efficiency consideration. At frequencies where receiver RF amplifier tubes are used, such tubes are chosen to withstand relatively large input powers without damage. However, in microwave receivers, the crystal mixer at the input circuit is easily damaged by large signals and must be carefully protected.

In general, if the receiver input circuit is properly protected, the remaining receiver circuits can be prevented from blocking or overloading as the result of strong signals. However, a very strong main pulse signal will appear in the receiver's output unless additional precautions are taken to eliminate it. This can be done by a receiver gate signal that turns on the receiver during the desired time.

The requirements of a radar duplexing switch are:

1. During the period of transmission the switch must connect the antenna to the transmitter and disconnect it from the receiver.

2. The receiver must be thoroughly isolated from the transmitter during the transmission of the high power pulse to avoid damage to the sensitive converter elements.

3. After transmission, the switch must rapidly disconnect the transmitter and connect the receiver to the antenna. If targets close to the radar are to be seen, the action of the switch must be extremely rapid.

4. The switch should absorb an absolute minimum of power, both during transmission and reception.

Therefore, a radar duplexer is the microwave equivalent of a fast, low loss, single-pole double-throw switch. The devices which have been developed for this purpose are similar to spark gaps where high-current microwave discharges furnish low-impedance paths. A duplexer usually contains two switching tubes (spark gaps) connected in a microwave circuit with three terminal transmission lines; one each for the transmitter, the receiver, and the antenna (fig. 10-1). These circuits may be connected in parallel (A) or series (B). Both systems will be discussed in detail in this chapter. One tube is called the TRANSMIT-RECEIVE TUBE or TR TUBE; the other is called the ANTI-TRANSMIT-RECEIVE TUBE or ATR TUBE. The TR tube has a primary function of disconnecting the receiver, the ATR tube of disconnecting the transmitter.

TR TUBE

The spark gap used in a given TR system may vary from a simple one formed by two electrodes placed across the transmission line, to one enclosed in an evacuated glass envelope with special features to improve operation. The requirements of the spark gap are high impedance prior to the arc and very low impedance during arc time. At the end of the transmitted pulse the arc should be extinguished as rapidly as possible to remove the loss caused by the arc, and to permit signals from nearby targets to reach the receiver.
The simple gap formed in air has a resistance during conduction of from 30 to 50 ohms. This is usually too high for use with any but an open-wire transmission line. The time required for the air surrounding the gap to completely de-ionize after the pulse voltage has been removed is about 10 usec. During this time the gap acts as an increasing resistance across the transmission line to which it is connected. However, in a TR system using an air gap, the echo signals reaching the receiver beyond the gap will be permitted to increase to half their proper magnitude 3 usec. after the pulse voltage has been removed. This interval is known as RECOVERY TIME.

TR tubes are conventional spark gaps enclosed in partially evacuated, sealed glass envelopes (fig. 10-2). The arc is formed as electrons are conducted through the ionized gas or vapor. The magnitude of voltage necessary to break down a gap may be lowered by reducing the pressure of the gas which surrounds the electrodes. There is an optimum pressure which achieves the most efficient TR operation. The recovery time, or DEIONIZATION TIME, of the gap can be reduced by introducing water vapor into the TR tube. A TR tube containing water vapor at a pressure of 1 mm. of mercury will recover in 0.5 usec. It is important for a TR tube to have a short recovery time in order to reduce the range at which targets near the radar can be detected. If, for example, echo signals reflected from nearby objects return to the radar before the TR tube has recovered, those signals will be unable to enter the receiver.

TR tubes for use at microwave frequencies are built to fit into, and become a part of, a resonant cavity. The speed with which the gap breaks down after the transmitter fires may be increased by placing a voltage across the gap electrodes. This potential is known as KEEP-ALIVE VOLTAGE and ranges from 100 volts to 1000 volts. A glow discharge is maintained between the electrodes. (The term "glow discharge" refers to the discharge of electricity through a gas filled electron tube. This is distinguished by a cathode glow and a voltage drop much higher than the gas ionization voltage in the cathode vicinity.) This action provides for rapid ionization when the transmitter pulse arrives.

Failure of the TR tube is primary determined by two factors. The first and most common cause of failure is the gradual buildup of metal particles which have been dislodged from the electrodes. Such metal bits become spattered on
the inside of the glass envelope. These particles act as small, conducting areas and tend to lower the Q of the resonant cavity and to dissipate power. If the tube is continued in use for too long a period, the particles will form a detuning wall within the cavity and will eventually prevent the tube from functioning. A second cause of failure is the absorption of gas within the enclosure by the metal electrodes. This results in a gradual reduction of pressure within the tube to the point where gap breakdown becomes very difficult. The final result is that extremely strong signals (from the transmitter) are coupled to the receiver. Because both types of failures develop gradually, the TR tube must be checked carefully and periodically to determine its level of performance. TR tubes contain radioactive material. The precautions to be taken when handling these tubes are listed in chapter 2 of Volume I.

ATR TUBE

The ATR tube is usually a simpler device than a TR tube. An ATR tube might use a pure inert gas such as argon since recovery time generally is not a vital factor. Furthermore, a priming agent such as keep-alive voltage is not needed. The absence of either a chemically active gas or a keep-alive voltage results in ATR tubes having a longer duty life than TR tubes. ATR tubes also contain radioactive materials and the same precautions as are applicable to TR tubes apply to ATR tubes.

PARALLEL CONNECTED DUPLEXER OPERATION

In order to analyze the overall action of the TR-ATR circuits, recall that a quarter-wavelength section of transmission line (or odd multiple thereof) inverts the impedance from end to end. (Wavelength impedances are discussed in chapter 28 of Volume I.) The TR spark gap in figure 10-3 is located in the receiver coupling line one-quarter wavelength from the tee (T) junction. A quarter-wavelength from the T junction (in the direction of the transmitter) a half-wavelength, closed-end section of transmission line, called a STUB, is shunted across the main transmission line. An ATR spark gap is located in this line one-quarter wavelength from the main transmission line, and one-quarter wavelength from the closed end of the stub. As shown in figure 10-3, the antenna impedance, the line impedance, and the transmitter output impedance when transmitting are all equal.

During the transmitting pulse, an arc appears across both spark gaps and causes the TR and ATR circuits to act as a shorted (closed-end) quarter-wave stub and reflect an open circuit to the TR and ATR circuit connections to the main transmission line (fig. 10-4).

None of the transmitted energy can pass through these reflected opens into the ATR stub or into the receiver. Therefore, all of the transmitted pulses is directed to the antenna.

During reception, the amplitude of the received echo is not sufficient to cause an arc across either spark gap (fig. 10-5). Under this condition, the ATR circuit now acts as a half-wave transmission line terminated in a short-circuit. This is reflected as an open circuit at the receiver T junction, three-quarter wavelengths away. The received echo sees an open circuit in the direction of the transmitter. However, the receiver input impedance is matched to the transmission line impedance so that the entire received signal will go to the receiver with a minimum amount of loss.

SERIES CONNECTED DUPLEXER OPERATION

In the series connected duplexer system (fig. 10-6), the TR spark gap is located one-half wavelength from the receiver T junction. The ATR spark gap is located one-half wavelength from the transmission line and three-quarters wavelength from the receiver T junction.
During transmission, the TR and ATR gaps fire in the series connected duplexer system (fig. 10-7). This causes a short-circuit to be reflected at the series connection to the main transmission line one-half wavelength away. The transmitted pulse sees a low impedance path in the direction of the antenna, and does not go into the ATR stub or the receiver.

During reception, neither spark gap is fired (fig. 10-8). The ATR acts as a half-wave stub terminated in an open. This open is reflected as a short-circuit at the T junction three-quarters of a wavelength away. Consequently, the received signal sees a low impedance path to the receiver, and none of the received signal is lost in the transmitting circuit.

HANDLING AND DISPOSAL OF TR AND ATR TUBES

Many TR and ATR tubes contain radioactive material and should be handled with care to avoid breakage. The level of radioactivity of an unbroken tube is small and presents no danger to personnel during normal handling. All tubes, damaged or not, should be disposed of in accordance with BUSHIPS instruction 5100.5 and NAVSHIPS Technical Manual, chapter 9670.
The greatest danger to personnel in the field is physical contact with radioactive material from accidentally broken tubes. The danger can be minimized by becoming familiar with and following the procedures set forth in *Radiation, the Health Protection Manual*, NAVMED-P-5055, and observing the following safety practices:

1. Remove radioactive tubes from the cartons immediately prior to installation.
2. Place the tubes in an appropriate container upon removal from equipment.
3. Carry the tube in such a way as to minimize possible breakage; never in your pocket.
4. If a tube should break, avoid breathing the vapor or dust released by the tube; notify the cognizant authority and qualified radiological personnel, and isolate the exposure area.
5. During clean-up and decontamination use rubber or plastic gloves, forceps, a vacuum cleaner with an approved disposal collection bag and any other approved means to keep the contaminated material from contacting your body.
6. Seal all debris, cloths, and collection bags in a container such as a plastic bag or glass jar and place this in a steel can for disposal by a naval shipyard or supply activity.
7. Do not eat any food, drink any liquid, or smoke any tobacco product which has been near the contaminated area, and when leaving the area remove any contaminated clothing and wash your hands and arms with soap and water followed by a clean water rinse.
8. If injured by a sharp radioactive object, notify the medical officer. While waiting for his arrival stimulate mild bleeding by pressure about the wound and by suction bulbs. Do not use the mouth. If the wound is small or a puncture type make a cut to allow free bleeding and to facilitate cleaning and flushing.
9. Decontaminate all tools used for radioactive material removal with soap and water. They should emit less than 0.1 mrem/hr. at the surface when monitored with a radia
c

Radar Antennas

Antenna's fall into two general classes, OMNIDIRECTIONAL and DIRECTIONAL. Omnidirectional antennas radiate RF energy in all directions simultaneously. They are seldom used with modern radars, but are commonly used in radio equipment, in IFF (Identification Friend or Foe) equipment, and in countermeasures receivers for the detection of enemy radar signals. Directional antennas radiate RF energy in LOBES or BEAMS, that extend outward from the antenna in one direction for a given antenna position. The radiation pattern contains small minor lobes, but these lobes are weak and normally have little effect on the main radiation pattern. The main lobe may range in angular width from 1° or 2° in some radars to several degrees in other radars, depending on the system's purpose or the degree of accuracy required. Main lobe energy is confined to a few degrees in the horizontal and/or vertical plane. The minor lobes are made as small as possible in order to concentrate maximum energy into the main lobes.

Directional antennas have two important characteristics. One is DIRECTIVITY. The directivity of an antenna refers to the degree of sharpness of its beam. If the beam is narrow in either the horizontal or vertical plane, the antenna is said to have high directivity in that plane. Conversely, if the beam is broad in either plane, the directivity of the antenna in that plane is low. Thus, if an antenna has a narrow horizontal beam and a wide vertical beam, the horizontal directivity is high and the vertical directivity is low.

When the directivity of an antenna is increased, that is, when the beam is narrowed, less power is required to cover the same range because the power is concentrated. Thus, another characteristic of an antenna is brought to light. This characteristic is called POWER GAIN, and is directly related to directivity.
Power gain of an antenna is the ratio of its radiated power to that of a reference (basic) dipole. Both antennas must have been excited or fed in the same manner and each must have radiated from the same position. A single point of measurement for the power gain ratio must lie within the radiation field of each antenna. An antenna with high directivity has a high power gain, and vice versa. The power gain of a single dipole with no reflector is unity. An array of several dipoles in the same position as the single dipole and fed with the same line would have a power gain of more than one, the exact figure depending on the directivity of the array.

The measurement of the bearing of a target as seen by the radar is usually given as an angular position. The angle may be measured either from true north (true bearing), or with respect to the heading of a vessel or aircraft containing the radar set (relative bearing). The angle at which the echo signal returns is measured by utilizing the directional characteristics of the radar antenna system. Radar antennas consist of radiating elements, reflectors, and directors to produce a narrow unidirectional beam of energy. The pattern produced in this manner permits the beaming of maximum energy in a desired direction. The transmitting pattern of an antenna system is also its receiving pattern. An antenna can therefore be used to transmit energy, receive energy, or accomplish both.

The simplest form of antenna for measuring azimuth or bearing is a rotating antenna which produces a single lobe pattern. The remaining plane necessary to locate absolutely an object in space may be expressed either as elevation angle or as altitude. If one is known, the other can be calculated from basic trigonometric functions. A method of determining the angle of elevation or the altitude is shown in figure 10-9. The slant range is obtained from the radar scope as the distance to the target. The angle of elevation is the angle between the axis of the radar beam and the earth's surface. The altitude in feet is equal to the slant range in feet multiplied by the sine of the angle of elevation. For example if the slant range in figure 10-9 is 2000 feet and the angle of elevation is 45°, the altitude is 1414.2 feet (2000 x .7071). In some radar equipment using antennas that may be varied in angle of elevation, altitude determination is automatically computed electronically.

PARABOLIC REFLECTORS

A spherical wavefront spreads out as it travels as described in chapter 29 of Volume I. This produces a pattern that is not too sharp or directive.

On the other hand, a plane wavefront does not spread out because all of the wavefront moves forward in the same direction. For a sharply defined radar beam, the need exists to change the spherical wavefront from the antenna into a plane wavefront. A parabolic reflector is one means of accomplishing this.

Radio waves behave similarly to light waves. Microwaves travel in straight lines as do light rays. They may be focused and/or reflected just as light rays can. In figure 10-10, a point radiation source is placed at the focal point F. The field leaves this antenna with a spherical wavefront. As each part of the wavefront reaches the reflecting surface, it is shifted 180° in phase and sent outward at angles that cause all parts of the field to travel in parallel paths. Because of the shape of a parabolic surface, all paths from F to the reflector and back to line XY are the same length. Therefore, all parts of the field arrive at line XY the same time after reflection.

If a dipole is used as the source of radiation, there will be radiation from the antenna into space as well as toward the reflector. Energy which is not directed toward the paraboloid has a wide beam characteristic which would destroy the narrow pattern from the parabolic reflector. To prevent this occurrence, a hemispherical shield (not shown) is used to direct most radiation toward the parabolic surface. By this means, direct radiation is eliminated, the beam is made sharper, and power is concentrated in the beam. Without the shield, some of the radiated field would leave the radiator directly. Since it would not be reflected, it would not become a part of the main beam and thus could serve no useful purpose. Another method of accomplishing the same end is through the use of a parasitic array which directs the radiated field back to the reflector.

The radiation of a parabola contains a major lobe, which is directed along the axis of revolution, and several minor lobes, as shown in figure.

Figure 10-9.—Radar determination of altitude.
10-11. Very narrow beams are possible with this type of reflector. Figure 10-12A illustrates the paraboloid reflector.

Truncated Paraboloid

Figure 10-12B shows a horizontally truncated paraboloid. Since the reflector is parabolic in the horizontal plane, the energy is focused into a narrow beam. With the reflector truncated, or cut, so that it is shortened vertically, the beam spreads out vertically instead of being focused. Such a fanshaped beam is used to determine azimuth accurately. Since the beam is wide vertically, it will detect aircraft at different altitudes without changing the tilt of the antenna. It also works well for surface search to overcome the pitch and roll of the ship.

The truncated paraboloid reflector may be used in height-finding systems if the reflector is rotated 90 degrees (fig. 10-12C). Since the reflector is now parabolic in the vertical plane, the energy is focused into a narrow beam horizontally. With the reflector truncated, or cut, so that it is shortened horizontally, the beam spreads out horizontally instead of being focused. Such a fan shaped beam is used to determine elevation very accurately.

Orange-Peel Paraboloid

A section of a complete circular paraboloid, often called an ORANGE-PEEL REFLECTOR because of its shape, is shown in figure 10-12D.
beam shapes are obtained. This type of antenna systems is used in search and in Ground Control Approach (GCA) systems.

Corner Reflector

The corner-reflector antenna consists of two flat conducting sheets that meet at an angle to form a corner, as shown in figure 10-12F. This type reflector is normally driven by a half-wave radiator located on a line which bisects the angle formed by the sheet reflectors.

BROADSIDE ARRAY

The desired beam widths are provided for some VHF radars by a broadside array (fig. 10-13) which consists of two or more half-wave dipole elements and a flat reflector. The elements are placed one-half wavelength apart and parallel to each other. Because they are excited in phase, most of the radiation is broadside to the plane of the elements. The flat reflector is located approximately one-eighth wavelength behind the dipole elements and makes possible the unidirectional characteristics of the antenna system.

HORN RADIATORS

Horn radiators, like parabolic reflectors, may be used to obtain directive radiation at microwave frequencies. Because they do not involve resonant elements, horns have the advantage of being usable over a wide frequency band.
The operation of a horn as an electromagnetic directing device is analogous to that of acoustic horns. However, the throat of an acoustic horn usually has dimensions much smaller than the sound wavelengths for which it is used, while the throat of the electromagnetic horn has dimensions that are comparable to the wavelength being used.

Horn radiators are readily adaptable for use with waveguides because they serve both as an impedance-matching device and as a directional radiator. Horn radiators may be fed by coaxial or other types of lines.

Horns are constructed in a variety of shapes as illustrated in figure 10-14. The shape of the horn, along with the dimensions of the length and mouth, largely determines the field-pattern shape. The ratio of the horn length to mouth opening size determines the beam angle and thus the directivity. In general, the larger the opening of the horn, the more directive is the resulting field pattern.

AIRBORNE RADAR ANTENNAS

Airborne radar equipment is used for several specific purposes. Some of these are bombing, navigation, and search. Radar antennas for this equipment are invariably housed inside nonconducting radomes, not only for protection but also to preserve aerodynamic design. Some of these radomes are carried outside the fuselage, while others are flush with the skin of the fuselage. In the latter case, the radar antenna itself is carried inside the fuselage, and a section of the metallic skin is replaced by the nonconducting radome. The radar antenna and its radome must operate under a wide variety of temperature, humidity, and pressure conditions. As a result, mechanical construction and design must minimize any possibility of failure. Transmission lines are usually hermetically sealed to prevent moisture accumulation inside them as this would introduce losses. Since the low air pressures encountered at high elevations are very conducive to arcing, pressurization of equipment is widely used, with the pressure being maintained by a small air pump. In some radar equipments, practically all of the equipment is sealed in an airtight housing, along with the antenna and transmission line. The antenna radome forms a portion of the housing.

Airborne radar antennas are constructed to withstand large amounts of vibration and shock; the radar antenna are rigidly attached to the airframe, and the weight of the radar antenna, including the rotating mechanism required for scanning, is kept to a minimum. In addition, the shape of the radome is constructed so as not to impair the operation of the aircraft.

The airborne radar antenna must have an unobstructed view for most useful operation. Frequently, the antenna must be able to scan the ground directly under the aircraft and well out toward the horizon. To meet this requirement, the antenna must be mounted below the fuselage. If scanning toward the rear is not required, the antenna is mounted behind and below the nose of the aircraft, where the radome may be completely faired in. If only forward scanning is needed, the antenna is mounted in the nose. When an external site is required, a location at the wing tip is common. Fire-control radar antennas are frequently located near the turret guns or in a special nacelle, where it can scan toward the rear or sides of the aircraft.

RF SAFETY PRECAUTIONS

Radio frequency electromagnetic radiation from transmission lines and antennas, although usually insufficient to electrocute personnel may lead to other accidents and compound injuries. RF voltages may be induced in ungrounded metal objects such as wire guys, wire cable (hawser), hand rails or ladders. Personnel who come in contact these objects could receive a shock or RF burn. This shock can cause personnel to jump or fall into nearby mechanical equipment, or when working aloft, to fall from an elevated work area. Care should be taken to ensure that all transmission lines or antennas are deenergized before working near or on them.

Guys, cables, rails or ladders should be checked for RF shock dangers. Working aloft "chits" and safety harnesses should be used for further safety. Since signing a working aloft chit signifies that all equipment is a nonradiating
status, the personnel who signs the chit should prevent RF danger in areas where men are working. Nearby ships or parked aircraft are another source of RF energy and must be considered when checking a work area for safety.

Combustible material can be ignited and cause severe fires from arcs or heat generated by RF energy. Also, RF radiation can detonate ordnance devices by inducing currents in the internal wiring of the device or into the external test equipment or leads connected to the device.

All personnel must obey RF hazards warning signs and keep a safe distance from radiating antennas for any type of work involved. NA VSHIPS Technical Manual, chapter 9670 and chapter 2 of Volume I in this training manual contain additional material which you should know concerning minimum distances to be maintained by personnel to ensure safety.

RF Burns

Close or direct contact with RF transmission lines or antennas may result in RF burns. There are usually deep penetrating third degree burns which, to heal properly, must heal from the inside, or bottom of the burn, to the skin surface. To prevent infection, proper medical attention must be given to all RF burns including the small "pinhole" burns. Petrolatum gauze can be used to cover burns temporarily before reporting to medical facilities for further treatment.

Dielectric Heating

Dielectric heating is the heating of an insulating material by placing it in a high-frequency electric field. The heat results from internal losses during the rapid reversal of polarization of molecules in the dielectric material.

In the case of a human in an RF field, the body acts as a dielectric and if the power exceeds 10 milliwatts per centimeter, there will be a noticeable rise in body temperature. The eyes are highly susceptible to dielectric heating. For this reason, it is not advisable to look directly into devices radiating RF energy. The vital organs of the body are also susceptible to dielectric heating. In the interest of health, you must not stand directly in the path of RF radiating devices.
CHAPTER 11

PLAN POSITION INDICATOR DISPLAY

Cathode ray tube (CRT) presentations, in electronic ranging and navigational systems, are used to present visual indications of data relating such measurable quantities as range, bearing, height, depth, speed, and time. Figure 11-1 shows the most common scans.

The type-A presentation (fig. 11-1A) is used to determine range. The screen of this scope has a short persistence. The echo causes a vertical displacement of the electron beam, the amplitude of which depends on the strength of the returned signal pulse. The point on the horizontal base line at which the vertical displacement occurs indicates the range.

The type-B presentation (fig. 11-1B) indicates both range and azimuth angle (bearing) within 90° on either side of the antenna 0° bearing. The vertical displacement of the echo signal indicates range, and the horizontal displacement of the echo signal indicates azimuth angle. This scope has long persistence.

The E scan (fig. 11-1C) presentation is another type of scan for presenting range and height information. The E scan is also known as the RHI (Range Height Indicator) scan. The type-E scan is a modification of the type-B scan on which an echo appears as a bright spot with the range indicated by the horizontal coordinate and the elevation (height) as the vertical coordinate. This type is used in directing planes in blind landing, for ground-controlled approach, for carrier-controlled approach, and in determining altitude. This scan is also used in weapons control systems.

The PPI (Plan Position Indicator) presentation (fig. 11-1D) is the most common type of scan. A discussion of this scan follows.

BASIC PPI

Figure 11-2 illustrates the basic block diagram of a plan position indicator. Synchronization of events is particularly important in the presentation system. At the instant a radar or similar transmitter fires (or some predetermined time thereafter), circuits which control the presentation on the indicator must be activated. To ensure accurate range determination, these events must be performed to a high degree of accuracy.

The gate circuit develops pulses which synchronize the indicator with the transmitter. The gate circuit itself, is synchronized by trigger pulses from the modulator. The sweep control circuit converts mechanical bearing information from the antenna into voltages which control sweep circuit azimuth.

The sweep generator circuit produces currents which deflect an electron beam across the CRT.

Figure 11-1.—Types of scans.
Varying voltages from the sweep control circuit are applied to deflection elements. Gate voltages determine sweep rate, and therefore, the effective distance (range) covered by each sweep. Sweep potentials consist of separate north-south and east-west voltages whose amplitudes determine sweep azimuth. The sweep generator is synchronized by an input from the gate circuit.

The intensity gate generator provides a gate which unblanks the CRT during sweep periods. The intensity of the trace appearing on the CRT is determined by the d.c. level of this gate. This circuit is also synchronized by the gate circuit.

The video amplifier circuit amplifies the video signal from the receiver and applies it to the CRT intensity modulating element. The power supply produces all voltages needed to operate the indicator. It also includes protective devices and metering circuits.

Although not shown in the basic block diagram, many indicators contain circuits which aid in range and bearing determination. These circuits are also synchronized by the gate circuit.

**ELECTROMAGNETIC DEFLECTION**

In modern presentation systems, electromagnetic deflection of the CRT electron beam is preferred to electrostatic deflection. Reasons for this choice are increased control of the beam, improved deflection sensitivity, better beam position accuracy, and simpler construction of CRT.

The primary difference between electromagnetic and electrostatic cathode ray tubes is the method of controlling deflection and focusing of an electron beam. Both types employ an electron gun and use an electrostatic field to accelerate and control the flow of electrons. Physical construction of a CRT employing electromagnetic deflection is similar to an electrostatic type. The construction of a CRT employing electromagnetic deflection is shown in figure 11-3.

The electron gun is comprised of a heater, cathode, control grid, second or screen grid, focus coil, and anode (aquadag coating). Focusing the electron beam on the face of the screen is accomplished by use of a focus coil. A direct current through the winding sets up a strong magnetic field at the center of the coil. Electrons moving...
exactly along the axis of the tube pass through the focusing field with no deflection, since they move parallel to the magnetic field at all times.

An electron which enters the focusing field at an angle to the axis of the tube has a force exerted on it perpendicular to its direction of motion. A second force on this electron is perpendicular to the magnetic lines and is, therefore, constantly changing in direction. These forces cause the electron to move in a helical or corkscrew path (fig. 11-4). With the proper velocity and strength of magnetic field, the electron will move at an angle which causes it to converge with other electrons at some point on the CRT screen. Focusing is accomplished by adjusting the intensity of current flow through the focusing coils.

The focused electron beam is deflected by a magnetic field. This field is formed by current flow through a set of deflection coils. These coils are mounted around the outside surface of the neck of the tube as illustrated in figure 11-3. Normally, four deflection coils are used (fig. 11-2). Two coils in series are positioned in a manner which causes the magnetic field produced to be in a vertical plane. The other two coils, also connected in series, are positioned so that their magnetic field is in a horizontal plane. The coils which produce a horizontal field are called the VERTICAL DEFLECTION COILS and the coils which produce a vertical field are called the HORIZONTAL DEFLECTION COILS. This may be more clearly understood if it is recalled that an electron beam will be deflected at right angles to the deflecting field. The entire coil assembly is called a DEFLECTION YOKE. The physical and schematic representation of the deflection coils is illustrated in figure 11-5.

Electron deflection in the electromagnetic type...
CRT is proportional to the strength of the magnetic fields. Therefore, the sweep circuits associated with electromagnetically deflected cathode ray tubes must provide currents, rather than voltages, to produce the desired beam deflection.

To produce a linear trace, a sawtooth of current is required. A deflection coil may be considered equivalent to the circuit shown in figure 11-6A. Due to the inductance of the coil, a voltage of trapezoidal form must be applied across the coil in order to produce a sawtooth of current through it. This is illustrated in figure 11-6B.

TRAPEZOIDAL VOLTAGE SWEEP GENERATOR

A simple trapezoidal voltage sweep generator is illustrated in figure 11-7. A negative rectangular pulse, from the gate circuit, is applied to the grid of V1. When the tube is cut off by the driving pulse, plate voltage rises toward the supply voltage, E_{bb}, at the rate of charge of C1. However, at the instant V1 is cut off, the output voltage (taken across C1 and R2) jumps to some value, determined by the ratio of R1 to R2. As capacitor C1 begins to charge, the output voltage rises further, exponentially, toward the supply voltage. This action produces the required trapezoidal sweep voltage.

ROTATING SWEEP

PPI azimuth indication requires that the range trace rotate about the center of the screen. A very simple means of achieving sweep rotation
is to cause the deflection coil to rotate about the neck of the CRT in synchronization with the antenna motion.

Figure 11-8 shows the tube and rotating coil. The yoke carrying the deflection coil is mounted in bearings and driven by a motor. Slip rings are provided so that range sweep currents may be sent through the coil. Figure 11-9 illustrates the way in which azimuth is provided. The magnetic field, established by range sweep currents, rotates with the deflection coil, and the sweep trace is always in a direction perpendicular to this field.

Synchronizing the yoke with antenna rotation may be accomplished by using synchronous motors connected to a common power supply or through the use of electromechanical repeaters or servomechanisms.

Most modern PPI systems employ fixed deflection coils and use special circuits to rotate the magnetic field. Figure 11-10 illustrates a method of electronically producing a rotating sweep. In figure 11-10A, a range sweep current, i, is applied to the horizontal deflection coils only, and the resulting magnetic field lies along the axis of these coils. The resulting range trace is horizontal because the electron beam is deflected perpendicular to the magnetic field. In figure 11-10B, range sweep currents are applied to both sets of coils, and the resultant magnetic field takes a position between the axis of the two sets of coils. Because of this shift of the magnetic field, the range trace is rotated clockwise from its original position. The two current waveforms

Figure 11-8.—Rotating deflection coil.

Figure 11-9.—Relation of sweep direction to deflection coil position.
Figure 11-10.—Trace rotation.
must be exactly alike and must be applied simultaneously; otherwise, the trace would not be a straight line. In figure 11-10C, sweep current is applied to the vertical deflection coils only, and the range trace lies 90-degrees clockwise from its original position. Further rotation is obtained if the deflection coil currents are reversed in proper sequence, as illustrated in figure 11-10D and E.

In order to synchronize sweep rotation with antenna rotation, mechanical bearing information from the antenna is converted into electrical signals, which control the amplitude and polarity of the sweep currents applied to the deflection coils.

Figure 11-11 illustrates the waveforms of current required to produce a rotating range sweep. Note that the two envelopes (which are the result of antenna bearing information) differ in phase by 90 degrees and have equal peak values. Individual sawtooth waves of current are applied to the deflection coils simultaneously; the phase difference of 90-degrees applies only to the variation of amplitude from one sawtooth to the next.

In the preceding discussion, currents of sawtooth form were utilized for explanation. It should be recalled that the voltage waveform required to produce these sawtooth currents is trapezoidal.

CRT SCREEN PERSISTANCE

A PPI system requires a CRT whose screen is coated with a long persistence phosphor. This is necessary because each target is reflected for only a short time during each rotation of the antenna. The target indication on the face of the CRT must continue to glow during the portion of antenna rotation when it is not directly reflected.
SYNCHRO AND SERVOSYSTEMS

Synchros play a very important part in the operation of U.S. Navy equipment. Almost every radar, sonar, or fire control equipment contains synchro devices which are vital to the operation of the equipment.

The synchro is a small a.c. electromechanical device used for the electrical transmission of angular position data. Synchros are also known by various trade names such as Selsyn, Autosyn, and Synchrotie; but in the U.S. Navy the name synchro has become universal.

The purpose of the synchro is to transmit angular position data between remote locations, such as from a radar antenna to an indicator or from the master gyro compass to repeaters found in various locations aboard ship. The synchro also has an important application as an error sensing or error detecting device in the input controller of a control system. Synchros are also utilized as computers, for example, modifying the angular position input information to a fire control system with continually changing data such as windage and the roll or pitch of ship. Speed and accuracy of data transmission are most important. Synchros provide this speed and accuracy along with good reliability, adaptability, and compactness.

SYNCHRO CLASSIFICATIONS

Synchros work in teams. Two or more synchros are interconnected electrically to form a synchro system. There are two general classifications of synchro systems: TORQUE SYSTEMS and CONTROL SYSTEMS. Torque systems are used for light loads such as the positioning of dials, pointers, or similar indicators. The positioning of these devices requires a relatively low torque.

The control systems are used where it is desired to move large loads. The output of the control synchro system is an electrical error signal that indicates the direction and amount of error in the load to be positioned.

In addition to the two general classifications, synchros are grouped into seven basic functional classes as shown in table 12-1. Four of these are of the torque type and three are of the control type. Each of the functional classifications will be described by name abbreviation, input, output, and the other synchro units which may be connected to it. Generally, torque and control synchros may not be interchanged.

1. TORQUE TRANSMITTER (TX)—electrically transmits angular position data. In other words, it converts an angular position into an electrical signal that is sent through interconnecting wires to other synchro units. It consists of a rotor which has a single winding and a stator with three windings displaced 120 degrees. The rotor is supplied from an a.c. source and is mechanically moved to the angular position that is to be transmitted. The voltages induced in the stator windings, as a result of transformer action from the alternating field set up by current in the rotor winding, are representative of the angular position of the rotor at any instant. This electrical output from the stator may be sent to a torque receiver, torque differential receiver, or torque differential transmitter through interconnecting wires.

2. CONTROL TRANSMITTER (CX)—functionally the same as the torque transmitter, except the electrical output is sent to a control differential transmitter or a control transformer.

3. TORQUE DIFFERENTIAL TRANSMITTER (TDX)—electrically transmits angular position data equal to the algebraic sum or difference (depending on external connections) of two inputs. It consists of a rotor with three windings displaced 120 degrees and a stator with three windings displaced 120 degrees. The rotor is positioned mechanically for one input. The other input is an electrical signal applied to the stator from a TX or another TDX. The output, representing the algebraic combination of the two inputs, is an electrical signal induced in the
Table 12-1.—Synchro Information

<table>
<thead>
<tr>
<th>FUNCTIONAL CLASSIFICATION</th>
<th>ABBREVIATION</th>
<th>INPUT</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torque transmitter</td>
<td>TX</td>
<td>Mechanical input to rotor (rotor energized from AC source)</td>
<td>Electrical output from stator representing angular position of rotor to TDX, TDR, or TR.</td>
</tr>
<tr>
<td>Control Transmitter</td>
<td>CX</td>
<td>Same as TX</td>
<td>Same as TX except it is supplied to CDX or CT.</td>
</tr>
<tr>
<td>Torque differential transmitter</td>
<td>TDX</td>
<td>Mechanical input to rotor, electrical input to stator from TX or another TDX</td>
<td>Electrical output from rotor representing algebraic sum or difference between rotor angle and angle represented by electrical input to TR, TDR, or another TDX.</td>
</tr>
<tr>
<td>Control differential transmitter</td>
<td>CDX</td>
<td>Same as TDX except electrical input is from CX or another CDX</td>
<td>Same as TDX except output to CT or another CDX.</td>
</tr>
<tr>
<td>Torque Receiver</td>
<td>TR</td>
<td>Electrical input to stator from TX or TDX. (Rotor energized from AC source)</td>
<td>Mechanical output from rotor neck: rotor has mechanical inertia damper.</td>
</tr>
<tr>
<td>Torque differential receiver</td>
<td>TDR</td>
<td>Electrical input to stator from TX or TDX, another electrical input to rotor from TX or TDX.</td>
<td>Mechanical output from rotor representing algebraic sum or difference between angles represented by electrical inputs. Has inertia damper.</td>
</tr>
<tr>
<td>Control transformer</td>
<td>CT</td>
<td>Electrical input to stator from CX or CDX, mechanical input to rotor.</td>
<td>Electrical output from rotor proportional to the sine of the angle between rotor position and angle represented by electrical input to stator. Called error signal.</td>
</tr>
</tbody>
</table>

rotor windings by the alternating field set up by current in the stator windings. This electrical output may be sent to a torque receiver, torque differential receiver, or another TDX.

4. CONTROL DIFFERENTIAL TRANSMITTER (CDX)—is functionally the same as the torque differential transmitter, except that it is used in control rather than torque systems. The electrical input to the stator comes from a CX or another CDX, the electrical output from the rotor is sent to a control transformer or another CDX.

5. TORQUE RECEIVER (TR)—is electrically similar to the TX. Its function is to convert the electrical data applied to its stator back to mechanical angular position through movement of the rotor which is free to turn. The rotor is connected to the same a.c. source as the TX and assumes a position determined by the alternating magnetic field of the rotor and the magnetic field produced by currents in the stator. The stator is connected electrically to the output of a TX or TDX. The only important difference between the TX and TR is that the TR has an inertia damper which prevents mechanical oscillation, often referred to as HUNTING, of the rotor when there are changes in its position.

6. TORQUE DIFFERENTIAL RECEIVER (TDR)—is electrically similar to the TDX. One electrical input from a TX or TDX is applied to the stator; a second electrical input from
another TX or TDX is applied to the rotor. The rotor then turns to a position which is the algebraic sum or difference of the angles represented by the two electrical inputs. The principal difference between the TDX and TDR is that the TDR has an inertia damper to prevent mechanical rotor oscillations.

7. CONTROL TRANSFORMER (CT)—consists of a stator with three windings displaced 120 degrees, which is supplied with an electrical signal from a CX, or CDX, and a single winding rotor, which can be positioned manually but will not turn by itself. The output is an electrical signal induced in the rotor by the alternating field set up in the stator with current from the electrical input. The output is proportional to the sine of the angle between the rotor and the angle represented by the electrical input to the stator. This output is called the ERROR SIGNAL in control applications.

SYNCHRO CONSTRUCTION

All synchro units use similar stators. The stator consists of slotted laminations located inside of a housing as shown in figure 12-1. Three coils are wound in the slots with their axes 120-degrees apart. The three stator windings will be connected either delta or wye and the leads from the stator case are labeled S1, S2, and S3. Figure 12-2 shows the schematic representation and lead identifications of delta and wye connected stators. The two types work basically the same but wye connected is the most common, so only wye connected will be utilized in the explanation of synchros.

Control transformer windings differ from the others mainly in that CT windings consists of more turns of finer wire, as explained later. The lamination slots are skewed (fig. 12-1) to eliminate resultant flux concentrations between rotor and stator that would cause the rotor to slotlock in certain positions. Either, but not both, rotor or stator laminations may be skewed.

The housing with the laminations and windings is completed with end bells that contain rotor bearing supports, brush holders, and brushes for the rotor electrical connections. Leads from the stator windings and the rotor brushes are connected to terminals on one end bell. The stators are not connected directly to an a.c. source, they receive their excitation from the alternating fields of TX, CX, or TR rotors.

There are two basic types of rotors as shown in figure 12-3. The SALIENT POLE ROTOR consists of a single winding on a bobbin or dumbbell shaped laminated core. This type of rotor is used in the TX, CX, and TR synchro units.

The DRUM, or WOUND, ROTOR is used in the TDX, CDX, and TDR. The rotor windings on these differential units consist of three coils, wye connected. The CT also uses a drum rotor but has a single winding rather than three. Electrical connection to the rotor windings is made by a brush riding on a slip ring mounted at one end of the rotor shaft.

The TR and TDR rotors have an inertia damper. One of the most common types consists of a heavy brass flywheel which is free to rotate around a bushing which is attached to the rotor.
Figure 12-2.—Delta and wye connected stators.

Figure 12-3.—Salient pole and drum type rotors.

A. SALIENT-POLE ROTOR

B. DRUM OR WOUND ROTOR

Shaft. A tension spring on the bushing rubs against the flywheel so that they turn together during normal operation. When the rotor shaft tends to change its speed or direction of rotation suddenly, the inertia of the damper opposes the changing condition.

SYNCHRO OPERATION

Synchro systems receive their excitation from external a.c. sources connected to the rotors of the TX, CX, and TR units. The a.c. source is generally 115 volts, of either 60- or 400-hertz frequency. Synchro units are designed to work with a particular frequency. The 400-hertz synchros are generally small and lighter than the 60-hertz synchros and find many applications in military equipment.

Synchro units may be compared with transformers, differing from conventional transformers by having one winding that is movable. Before considering the induced voltages in an actual synchro unit, we will analyze the behavior of a simple transformer when one of its coils is rotated through 360 degrees. Assume the transformer has a one-to-one turns ratio and no losses. The secondary voltage will then equal the primary voltage when the two windings are parallel as shown in figure 12-4A. At this 0-degree position the flux linkage is maximum and P1 and S1 are opposite in phase. As the secondary is rotated, in respect to the primary, the induced voltage is proportional to the cosine of the angular displacement between the windings, or:
Figure 12-4.—Amplitude and phase relationships.

\[ e_{\text{sec}} = e_{\text{max}} \cos \theta \]

where \( e_{\text{sec}} \) is the induced voltage, \( e_{\text{max}} \) is the maximum induced voltage, and \( \cos \theta \) is the cosine of the angle between the two windings. Figure 12-4B through D shows the induced voltage decreasing to zero when the windings are at right angles, and E through G shows the voltage increasing to maximum when the windings are again parallel. Note that the P1 and S1 phase is opposite from 0 degrees to 90 degrees and the same phase from 90 degrees to 180 degrees. If the secondary is rotated further, P1 and S1 will remain in phase until the 270-degree point is reached and then will be opposite again from 270 degrees to 360 degrees, the starting point.

In a TX, CX, or TR the rotor is the primary connected to the 115-v.a.c. line. The three stator windings act as three secondaries. The standard turns ratio between the rotor and a single stator is 2.2 to 1 step-down. Therefore, there will be a maximum of 52 v.a.c. developed across any one stator coil occurring when the rotor is aligned with that coil. Voltages at various angular displacements are shown in figure 12-5.

Because the common connection between the stator coils is not accessible, it is possible to measure only the terminal-to-terminal voltages. When the maximum terminal-to-terminal effective voltage is known, the terminal-to-terminal effective voltage for any rotor displacement can be determined. Figure 12-6 shows how these voltages vary as the rotor is turned. Values are above the line when the terminal-to-terminal voltage is in phase with the R1 to R2 voltage and below the line when the voltage is 180° out of phase with the R1 to R2 voltage; thus negative values indicate a phase reversal. As an example, when the rotor is turned 50 degrees from the reference (zero degree) position, the S3 to S1 voltage will be about 70 volts and in phase with the R1 to R2 voltage, the S2 to S3 voltage will be about 16 volts and also in phase with the R1 to R2 voltage, and the S1 to S2 voltage will be about 85 volts; 180° out of phase with the R1 to R2 voltage. Although the curves of figure 12-6 resemble timegraphs of a.c. voltages, they show only the variations in effective voltage amplitude and phase as a function of the mechanical rotor position.

The schematic in figure 12-7 represents either a TX, CX, or TR. The rotor is shown in the zero-degree position, aligned with the S2 stator coil, and rotor lead R1 on top. This position is called electrical zero and is important as a reference point, as discussed later.

In figure 12-7, voltages of the amplitude and instantaneous polarities shown will be induced in the stator windings. No current will flow in the stators, however, since the windings constitute an open circuit.

**BASIC TX-TR SYSTEM**

Figure 12-8 shows the TX-TR system with the TR rotor removed. On the half-cycle when R1 is positive, instantaneous voltages and magnetic field polarities are as shown. On the next half-cycle all polarities are reversed. (The direction of stator current may be determined, if the direction, CW or CCW, of the coil around the core is known, by applying the left-hand rule as explained in Basic Electricity, NAVPERS 10086-B.) One important relationship is apparent, the resultant TR stator field is established in the same direction as the TX rotor field.

If a bar magnet is now inserted into the TR, it will align with the stator magnetic field as shown in figure 12-9. Of course, this simple system is not practical as the resultant TR stator
magnetic field will be alternating at the line frequency. However, if the bar magnet was replaced with a coil connected to the a.c. line, its magnetic polarity would change right in step with the stator field polarity change and the system would function properly. When we connect the rotors of the TX and TR to the same 115-v. a.c. line, we have formed a simple TX-TR synchro system as shown in figure 12-10. An outstanding characteristic of the system is that as soon as both rotors are connected in parallel to the same source, the TR rotor immediately turns to the same position as the TX rotor and the induced voltages in both sets of stators are exactly equal and in opposition to each other. Therefore, no stator current will flow and the rotors are said to be in correspondence. Unless the rotors of both units are connected to the same a.c. source, however, the system will not function properly due to phase differences in the two units.

If we now turn the TX rotor while holding the TR rotor in place, we will be able to illustrate the torque that is developed that causes the TR

Figure 12-5.—Relationship between induced voltage in S2 and position of rotor.
Figure 12-6.—Terminal-to-terminal voltage versus rotor position.

The current flow is determined by the algebraic sum of the stator voltages. The direction of current flow and the resultant magnetic fields are determined by the polarities of the induced voltages. Without getting concerned with the rather complex vectorial combinations of the various individual magnetic fields, just apply the relationship that was pointed out earlier, that is, the resultant TR stator field will be established in the same direction as the TX rotor field. When the TR rotor is released, due to the attraction of unlike poles, it will immediately turn 30-degrees clockwise to the new position of correspondence. The new induced voltages in the TR stator will exactly equal and oppose those in the TX stator, and stator current will cease. In
actual practice, the TR rotor would not be held and would move right in synchronization with the TX rotor, never lagging it by more than a fraction of a degree.

LEAD REVERSALS IN A TX-TR SYSTEM

The operation of a TX-TR system will be affected by any wiring reversals or changes taking place in the five interconnecting leads between the units. The effect of reversing the rotor connections of either the TX or TR is a 180-degree displacement between both shafts, with both shafts still rotating in the same direction. Figure 12-12 shows the TR rotor leads reversed. This causes the R1 leads of the TX and TR to have opposite instantaneous polarities and the TR must turn 180 degrees to bring the system back to a condition of equilibrium. The direction of rotation is not affected because that is determined by the stator connections where no changes have been made.

When the S1 and S3 leads are reversed, the field component set up in S3 of the TX will now be transferred to S1 of the TR and S1 of the TX to S3 of the TR. Both rotors will be in correspondence at 0 and 180 degrees. However, the TR rotor will turn in the opposite direction from the TX rotor. For example, figure 12-13 shows the TX was turned 60-degrees counterclockwise. This induced maximum voltage in the S1 stator. The system is brought back to equilibrium when an equal countervoltage is induced in S3 of the TR. For this to occur, the TR rotor turns 60-degrees CW to the position where it is in line with the resultant stator field.

When the S2 leads are reversed with the S1 or S3 leads the TR rotor turns opposite to the TX rotor and the TR rotor will be 120 degrees out of correspondence when the TX rotor is at the 0-degree position as shown in figures 12-14 and 15. When there are two reversals in the stator connections as shown in figure 12-16, the TR rotor will still be 120 degrees out of correspondence with the TX rotor but both rotors will now turn in the same direction.

In summary, reversed rotor leads introduce a 180-degree error into the system but do not affect the direction of rotation. One pair of stator leads reversed will cause the TR rotor to turn in a direction opposite to the TX rotor. Two reversals in the stator leads will not change the direction of rotation. The position of the TR rotor, when the TX is at 0 degrees, can be determined by tracing the TX-S2 stator lead over to the TR. The TR rotor will align with the TR stator that is connected to the TX-S2 stator lead. The direction it turns from that position is determined by the number of reversals between the two stators.
Chapter 12—SYNCHRO AND SERVOSYSTEMS

TX-TR SYSTEM

When the TR position is to be determined by a single input of angular data, the TX-TR system is sufficient. When the TR position is to be controlled by two or more inputs of angular data, a torque differential transmitter will be employed. However, a torque differential receiver also could be employed. The TDX is not connected directly to the 115-v.a.c. line but receives its excitation from a TX or another TDX. The stator windings of the TDX act as primaries and the rotor windings act as secondaries with a 1:1 voltage ratio between them. The amplitude and polarity of the voltages induced in the rotor leads are determined by two factors: the position of the resultant stator field and the position of the rotor relative to the stator field.

The resultant stator field of the TDX is in the same direction as the rotor field of the TX, just as it was in the TX-TR system. If the TDX is at zero degrees, as shown in figure 12-17, it merely passes the TX signal on to the TR and the TR turns in synchronization with the TX, just as if the circuit was a basic TX-TR system.

If on the other hand, the TX is at zero degrees and the TDX rotor is turned, the TR rotor will turn the same number of degrees but in the opposite direction. The reason the TR rotor turns in a direction opposite to that of the TDX rotor is that when the TDX rotor is turned it produces the same effect relative to the stator field as turning the stator field in the opposite direction (fig. 12-18).

When both the TX and TDX are rotated, the TR will turn to the difference of the two inputs. For this reason, the circuit connected in this manner is called SUBTRACTION. The formula TR° = TX° - TDX° is applied to determine the position...
of the TR. CCW rotation is assigned a positive value and CW rotation is negative as shown in figure 12-19.

As with the TX-TR system, if R1-S1 and R3-S3 leads between the TDX and TR are reversed, there will be a change in the TR direction of rotation and it will now turn in the same direction as the TDX rotor. Since this reversal is also between the TX and TR, it will change the TR direction of rotation with respect to the TX also. If the TR and TX are to continue to turn in the same direction, the S1 and S3 leads must be reversed between the TX and TDX. The TX now has two reversals between it and the TR, so the original direction of rotation is preserved. The TX-TDX-TR system is now ADDITIVE and the formula $TR^\circ = TX^\circ + TDX^\circ$ can be applied to determine the TR rotor position when the TX and TDX positions are known (fig. 12-20).

TX-TDR-TX SYSTEM

As previously explained, the differential receiver differs from the differential transmitter mainly in its application. The TDR receives two electrical inputs and provides the mechanical output. Both rotor and stator receive energizing signals from TX's or TDX's and the mechanical output is the sum or difference of the angles represented by the inputs. The TDR is identical to the TDX electrically. Mechanically the only difference is the inertia damper required by the TDR.

In considering the operation of the TDR, (fig. 12-21), it is important to remember that its rotor currents do not flow as a direct result of rotor voltages induced by the changing stator field, but as the result of an unbalance between these induced voltages and the induced stator voltages of TX2 to which the TOR rotor is connected. When the rotor of TX2 is turned, its stator voltages are changed and current flows in the TX2 stator and the TDR rotor coils. The TOR rotor field established by these currents rotates in the same direction as the TX2 rotor. The TDR stator and rotor fields are displaced with respect to each other and a strong magnetic torque brings the two fields back into alignment. Since the TDR rotor is free to move, it rotates accordingly, restores the voltage balance in the TDR rotor circuits and reduces current flow to a low value. As shown in figure 12-21, the signal from TX1 connected to the TDR stator rotates the resultant stator field 75-degrees CCW. In a similar manner, the signal
from TX2 rotates the resultant rotor field 30-degrees CCW. Since the two resultant fields are not rotated equal amounts, torque is developed to bring them into alignment. The rotor therefore turns to 45 degrees, at which point the two fields are aligned. To bring its resultant field into alignment, the TDR rotor need only be turned through an angle equal to the difference of the signals supplied by the two TX's as expressed by the formula TDR° = TX1° - TX2°.

To set the TDR system for addition, it is only necessary to reverse the R1-S1 and R3-S3 leads between the TDR rotor and the TX2 stator as shown in figure 12-22. The TDR stator field still rotates 75-degrees CCW with the TX1 input, but because of the reversed connections between the TDR rotor and TX2 stator, the rotor field turns 30-degrees CCW with the TX1 input. The angular placement of the two fields, with respect to each other, is the sum of the signals sent by the two TX's, and the magnetic force, pulling the TDR rotor field into alignment with the stator field, turns the rotor to the 105-degree position.

CONTROL TRANSFORMER

The distinguishing unit of any synchro control system is the control transformer. The CT is a synchro designed to supply, from its rotor terminals, an a.c. voltage whose magnitude and phase is dependent on the rotor position, and on the signal applied to the three stator windings. The behavior of the CT in a system differs from that of the synchro units previously considered in several important respects.

Since the rotor winding is never connected to the a.c. supply, it induces no voltage in the stator coils. As a result, the CT stator currents are determined only by the voltages applied to them. The rotor itself is wound so that its position has very little reflected effect on the stator currents. Also, there is never any appreciable current flowing in the rotor, because its output voltage is always applied to a high-impedance load, 10,000 ohms or more. Therefore, the rotor does not turn to any particular position when voltages are applied to the stators.

The rotor shaft of a CT is always turned by an external force, and produces varying output voltages from its rotor winding. Like synchro transmitters, the CT requires no inertia damper, but unlike either transmitter or receivers, rotor coupling to S2 is minimum when the CT is at electrical zero.

The electrical zero position is located where the rotor coil is perpendicular to the S2 stator winding. Since at electrical zero the rotor is at
a 90-degree angle to the S2 stator and resultant magnetic field, there will be no voltage induced into the rotor by S2. Actually S1 and S3 induce voltages, but they are equal and opposite in phase and cancel.

When the rotor is turned 90 degrees from electrical zero, it is lined up with S2, and the resultant field and the voltage output is maximum, or 55 volts, as determined by the turns ratio of the CT. There are two positions for zero voltage and two positions for maximum voltage. The error voltage varies not only in magnitude but also in phase with respect to the a.c. line voltage. The output will either have the same phase as the line or the opposite. In effect, the amplitude of the error voltage is proportional to the amount of error, while the phase with respect to the line voltage shows the direction of error, clockwise or counterclockwise.

The rotor of a CT is turned by a shaft usually connected through a gear arrangement to the load as shown in figure 12-23. This is actually a closed loop servosystem. When the rotor of the CX is turned, the CT provides the phase sensitive detector/amplifier with an error signal. The phase sensitive detector/amplifier produces a d.c. power output of the correct polarity to cause the d.c. motor to turn the load in a direction determined by the error signal's instantaneous polarity with respect to a.c. line voltage. As the load turns, the mechanical gearing between the load and CT rotor provides a feedback that reduces the error to zero as the load moves to a position designated by the angular position of the CX rotor. Servosystems are discussed in more detail later in this chapter.

SYNCHRO CAPACITORS

In a circuit where a transmitter is supplying a signal to a differential unit or control transformer, the transmitter is supplying a lagging current to the stator of the differential unit or control transformer. To minimize the amount of current lag and, thereby, improve the accuracy of the system, a capacitive network is placed in the circuit. This network is generally termed a SYNCHRO CAPACITOR, even though the network contains three individual capacitors and the total capacitance of all three capacitors is the rated value of the network. The three capacitors are delta connected as shown in figure 12-24 and are connected in parallel with the stator windings of the differential unit and CT (fig. 12-24). The connections are made as short as possible, as high currents in long leads increase the transmitter load and reduce the system accuracy.

Synchro capacitors decrease the line current drawn by synchro systems and, in effect, increase the torque of the synchro receivers in the system. This effective increase in torque near the point of synchronization increases the accuracy of the overall system.

Currents present in the stator circuits of a TX-TR synchro system are a result of a voltage difference between the stators. If the synchros are in correspondence there is no voltage difference and hence no current in the stator circuits. Therefore, capacitors are not required in a TX-TR synchro system.

SYSTEM SPEEDS

A single-speed synchro system must turn one complete revolution to transmit a full range of
values. One revolution of the input shaft produces
one revolution of the synchro transmitter rotor
which will in turn produce one revolution of the
synchro receiver rotor. The single-speed synchro
system has the advantage of one electrical zero
position which makes the system self-synchronous.
This means that when the system is energized,
all of the units are immediately in correspondence.
A disadvantage of the single-speed system, however,
is inaccuracy.

The accuracy of a synchro system can be
greatly improved by using a 36-speed system. In
this system, one rotation of the input shaft pro­
duces 36 rotations of the rotors in the synchros
and one rotation of the output shaft. The ratio
between input and output shafts, and the synchro
rotors is obtained through gearbox arrangements.
The system error is reduced by a factor of 36 but
the system now has 36 correspondence points and
therefore cannot be self-synchronous. When the
system is energized the output shaft could be in
any of 36 positions with respect to the input shaft.

It is very common to combine the single-speed
and 36-speed systems into a 1:36 or dual-speed
system. This system is shown in figure 12-25.
Only one of the two synchro systems is energized
at a given instant. The single-speed or coarse sys­
tem is energized when the error is greater than
a few degrees. The 36-speed or fine system is
energized when the error is small. The dual­
speed system has the accuracy of a 36-speed
system while retaining the self-synchronous fea­
ture of the single-speed system. A mechanical
or electrical sensing device responds to the
amount of system error and determines which
system is energized by applying line voltage to
the synchro rotors.

ZEROING SYNCHROS

If synchros are to work together properly in
a system, it is essential that they be correctly
connected and aligned in respect to each other and
to the other devices with which they are used.
Electrical zero is the reference point for align­
ment of all synchro units. The mechanical ref­
erence point for the units connected to the syn­
chros depends upon the particular application of
the system. When a synchro system is used to
repeat ship's course data, the reference point
would be true north. For radar and sonar equip­
ment, the reference point would be the ship's
bow or zero degrees relative. In a range or
azimuth transmission system, a specific distance
or angle would be used for the reference point.
Whatever the application, the electrical and me­
chanical reference points must be aligned. The
mechanical position is set first and then the
synchro device must be aligned to electrical zero.

The two methods used to electrically zero syn­
chro devices are the voltmeter method and the
electrical lock method. Generally the TX, CX,
TDX, CDX, and CT are zeroed by the voltmeter
method, while the devices with a free rotor, the
TR and TDR, are zeroed with the electrical lock
method. With either method, the voltage applied to
the synchro device should be 78 volts for 115 volt
synchros if a source of this value is available.

Figure 12-25.—1 and 36 speed system.
This prevents overheating of the unit. If a 78 volt source is not available, 115 volts may be used providing that it is not applied for more than 1 or 2 minutes.

When using the voltmeter method, the most accurate results can be obtained by using an electronic or precision voltmeter having 0 to 250 and 0 to 5 volt ranges. On the 0 to 5 volt range, the meter should be able to measure voltages as low as 0.1 volt. The procedure is divided into two parts. The first is a coarse setting to ensure the device is zeroed on the zero-degree position rather than the 180-degree position. The second part is a fine setting where the unit is accurately zeroed. The lead and voltmeter connections for coarse and fine setting are shown in figures 12-26 through 12-28 for units that are normally zeroed with the voltmeter method. The voltmeter range is indicated in the diagram. The procedure, which applies to all units, is as follows:

1. Connect the leads and voltmeter as shown for coarse setting the unit.
2. Adjust the rotor or stator, depending on

---

**COARSE SETTING TEST CIRCUIT SCHEMATIC FOR TX, CX, OR TR**

---

**FINE SETTING TEST CIRCUIT SCHEMATIC FOR TX, CX, OR TR**

---

**COARSE SETTING TEST CIRCUIT SCHEMATIC FOR TX, CX, OR TR (Simplified)**

115 V - 78 V (INDUCED) = 37 V (APPROXIMATE ZERO)

---

Figure 12-26.—Zeroing a synchro by the voltmeter method.
Figure 12-27.—Zeroing a differential by the voltmeter method.

particular installation, for a minimum voltmeter reading.
3. Reconnect the leads and voltmeter as shown for fine setting the unit.
4. Adjust the rotor or stator for a minimum voltmeter reading.
5. Remove the lead and voltmeter connections.

The synchro device is now properly zeroed and should function accurately when connected to other properly zeroed units in the synchro system.

The TR may be aligned using the electrical lock method if the rotor is free to move. When the unit is connected as shown in figure 12-29, the rotor will be locked at the zero-degree position by the magnetic fields set up by resultant currents in the stator and rotor windings. The dial or pointer may then be loosened and turned to the zero or reference position. The dial or pointer is then tightened and the connections are removed.
RESOLVERS

In appearance and construction the resolver is similar to the synchro. The use of the term resolver for this unit comes from the fact that the unit is used to resolve a vector quantity, which has been represented electrically, into sine and cosine components. The resolver contains a rotor and a stator. Usually the stator is composed of two coils whose axes are oriented at right angles to each other. The rotor is wound with one or two coils, depending on the application. The resolver used for an example here uses a single rotor coil.

The operation of the resolver is somewhat analogous to that of a synchro control transformer in that it is used to produce voltage outputs rather than rotation. Figure 12-30 is a schematic diagram of a synchro resolver with two stator windings, S1 and S2, used as secondaries and a single rotor used as a primary. Assume that with the rotor in the position shown the angular position represented is zero degrees. In this position there is zero voltage induced in S1 and maximum voltage induced in S2. As the antenna to which the rotor is connected turns, the voltage in S1 increases while the voltage in S2 decreases. These two voltages
represent the sine and cosine of the antenna rotor angle and can be used to determine the position of a PPI sweep.

The rotating sweep application of a synchro resolver is shown in figure 12-31. The 5000-Hz square wave is applied to the rotor input. The output of the resolver is sine wave modulated as the rotor is turned at a constant speed producing the sine and cosine outputs shown. The outputs
are detected and the two sine waves are used to control the amplitude of the outputs from trapezoidal voltage sweep generators. The output from the sweep generators will be 90 degrees out of phase and vary in amplitude at a sinusoidal rate. This output applied to the CRT deflection coils produces the rotating trace synchronized with the rotating antenna for accurate azimuth indication.

SERVOMECHANISMS

A synchro system used alone is ideal for the electrical transmission of angular position data. The synchro system develops sufficient torque to move pointers, dials, and other small loads. When it is necessary to position large loads much more power must be provided. The device used in this situation is called a SERVOMECHANISM or SERVOSYSTEM. A servomechanism is an electromechanical system which positions a load in accordance with a variable signal. There are many applications for servomechanisms in the U.S. Navy. A few of these applications are listed below:

1. radar antenna position
2. ship's rudder control
3. gun or missile launcher position
4. aircraft and submarine controls
5. elevator control on carriers

The servomechanism must detect and correct error. The error detection device provides a variable signal which is proportional to the difference between the actual position of the load and the desired position. This variable signal is called the error signal. A commonly used error detection device is the synchro control system consisting of a control transmitter and a control transformer. The error signal is the electrical output of the CT. This error signal is limited in power and must be amplified before it is applied to the error correction device.

The error corrector of a servomechanism must provide the mechanical force necessary to position the load. Amplified error signals, in many cases, must be modified to meet the input requirements of the error corrector which may be a d.c., single phase a.c., or polyphase a.c. electric motor. In summary, the overall purpose of the servomechanism is to detect an error, amplify the weak error signal, and convert it into a form which will meet the input requirements of the error correcting device, which then positions the load, reducing the error to zero.

The essential components of a servomechanism are the input and output controllers. The input controller may be a synchro control system which detects the error and produces an electrical error signal output. The input controller has already been discussed as the error detection device.

The output controller consists of the servomotor and the error correction device, usually an electric servomotor. The output controller's function is to amplify and convert the error signal into one suitable for the servomotor which then moves the load to the desired position.

Both a.c. and d.c. motors are used in servosystems depending upon the requirements of the system. Systems required to position heavy loads with a wide speed range use d.c. motors, whereas the light loaded and fairly constant speed systems use a.c. motors.

The most common type of a.c. servomotor is the 2-phase induction motor. This motor has a reference (fixed) field, and a control (variable) field spaced 90 electrical degrees apart as shown in figure 12-32. The rotor is usually of the squirrel-cage type, however, other types are sometimes used.

If two a.c. supply voltages 90° out of phase with each other are applied to the reference and control fields (fig. 12-32), the currents in the fields flowing as a result of the applied voltages will also be 90° out of phase with each other; and since the magnetic fields produced by the currents will be in phase with currents producing them, the magnetic fields will be 90° displaced from each other. These magnetic fields will add vectorially to produce a resultant rotating field.

![Figure 12-32. - 2-phase a.c. servomotor](image-url)
OPEN AND CLOSED LOOP SYSTEMS

There are two basic types of servomechanisms: OPEN LOOP and CLOSED LOOP. In the open loop system, the input controller receives no feedback from the load and therefore does not sense the load's position. The open loop system is only used to control the load's speed and direction.

In the closed loop system, the input controller does receive feedback from the load and senses the load's instantaneous position. The closed loop system may be used to stop the load at any specified position as determined by the operator.

An essential difference between open loop and closed loop systems is feedback from load to input controller in closed loop systems. This feedback is usually mechanical. The block diagram of a closed loop system is shown in figure 12-35.

The remainder of this chapter discusses servoamplifiers.

AMPLIDYNE

The amplidyne is an electro-mechanical servoamplifier which is used to amplify a low power d.c. error signal sufficiently to drive a d.c. servomotor. The amplidyne is basically a modified d.c. generator. However, much less control field power is dissipated. Where the conventional d.c. generator has a power gain of 25 to 100, the amplidyne has a power gain of 3000 to 10,000.

The amplidyne is fundamentally a two-stage generator combined in a single machine using a single armature. Development of an amplidyne from a conventional d.c. generator may be used to illustrate the high gain characteristics of the amplidyne by contrast. Figure 12-36 shows the magnetic fields of a conventional d.c. generator.

The induced voltage in the armature produces a load current of 100 amperes. This armature current produces an armature reaction field, $\phi_a$, that in this machine has been made equal to the control field, $\phi_e$.

Figure 12-37 illustrates that, by removing the load and short-circuiting the brushes, a much smaller control field current is required to cause 100 amperes of current flow through the low resistance armature and produce the same armature reaction field strength obtained in figure 12-36.
as shown in figure 12-33. The rotating magnetic field induces voltages in the rotor causing the rotor to rotate in the direction of the magnetic field as a conventional induction motor.

The direction of rotation of the 2-phase servomotor depends upon the phase of the control field voltage (which either leads or lags the reference voltage by 90°), as shown by figure 12-33. Varying the magnitude of the current in either the control or reference field will vary the motor torque. In addition, if either field is deenergized, there will no longer be a rotating magnetic field established and the motor will stop. In actual practice in a servosystem, the reference field is supplied from a constant voltage source and the control field is supplied from the output of a servoamplifier. Thus, the motor speed and direction is controlled by the servoamplifier output.

Split-phase a.c. motors are used as servomotors in some applications. The capacitor-run type discussed in Basic Electricity, NAVPERS 10086 (revised) is the type generally used. Reversal and control are accomplished in the same manner as for the 2-phase induction motor. Other types of a.c. motors used as servomotors in certain applications, which are also discussed in Basic Electricity, NAVPERS 10086 (revised), are the shaded pole, salient pole, and universal motors.

Another type of a.c. servomotor which is used in very low power applications is the drag-cup servomotor. This motor has a 2-phase (reference and control) stator winding. The rotor, however, consists of a thin aluminum or copper cup, with the rotor flux being carried by a stationary magnetic core as shown in figure 12-34.
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Armature reaction field $\Phi_a$ will induce a voltage in the armature which will be maximum at right angles to the short-circuited brushes. Since $\Phi_a$ is equal in strength to $\Phi_e$, the voltage induced by a $\Phi_a$ would cause 100 amperes to flow through the load as in figure 12-38.

This in turn induces a second armature reaction field, $\Phi_b$, which would cancel the control field and make the device useless. However, this problem is eliminated by using a compensating winding through which load current flows. This compensating winding induces a field equal and opposite to $\Phi_b$. Figure 12-39 shows the basic amplidyne with compensating field.

Figure 12-40 illustrates the basic amplidyne system performing as an output controller section of a servomechanism. The a.c. error signal (fig. 12-40) is amplified and rectified by the control amplifier whose d.c. output polarity is determined by the phase of the error signal with respect to the reference voltage. The amplidyne armature is driven at a constant speed by a three-phase a.c. motor. The error signal phase determines the direction of the control field which in turn determines the amplidyne output polarity and the direction of rotation of the d.c. servo-motor.

When the error detector produces an alternating error signal and the error corrector requires such an input, the servoamplifier senses the direction of error and amplifies the error signal to the level required. A representative transistor circuit of this type is shown in figure 12-41 and the comparative electron tube circuit is shown in figure 12-42.

Transistor Servoamplifier

Transistors Q1, Q2, and Q3 and their associated circuit components make up the preamplifier section, Q4 and Q5 comprise the driver stage, and Q6 and Q7 are used in the output stage.

The circuits of Q1 and Q2 are common-emitter amplifiers with the output of Q1 directly coupled to Q2. Emitter resistors R2 and R5 provide bias stabilization. The degenerative feedback path from the emitter of Q2 to the base of Q1 through R3 reduces gain changes due to circuit parameter variations. The output from Q2 is RC coupled to the common-emitter amplifier Q3, whose output is directly coupled to Q4. A degenerative signal is fed back through R10 from the emitter of Q4 to the base of Q3.
Q4 and Q5 provide push-pull action across the primary of T1. Q4 functions as an emitter follower whose output is coupled through $R_F$ and C7 to the emitter of Q5 which performs as a common-base amplifier. In this combination (an emitter follower feeding into a common-base amplifier), the collector currents of the two transistors vary in opposite directions; when the collector current of Q4 increases, the collector current of Q5 decreases and vice-versa. For example, when a positive going signal is applied to the P type base of Q4, the transistor conducts more, increasing the collector current through the upper primary winding of T1. The increasing positive voltage on the Q4 emitter is coupled to the N type emitter of Q5, decreasing the forward bias and the collector current through the lower primary of T1. The overall polarity of the T1 primary would then be negative on top, positive on the bottom. With a negative signal applied to the Q4 base, the action would be just the opposite. Q4 would conduct less, Q5 would conduct more, and the polarity across the T1 primary would reverse. The primary of T1 and capacitor C6 form a resonate circuit.

The circuit of Q6 and Q7 is a push-pull common-base amplifier. The emitters receive...
their inputs from opposite ends of the T1 secondary, and the collectors are connected to opposite ends of the tapped control field for the servomotor. With no input error signal, Q4 and Q5 conduct equally and in opposite directions through the T1 primary. No signal is developed across the secondary, so Q6 and Q7 are conducting equally and in opposite directions through the tapped control field winding resulting in zero control field.

When an error signal is applied and the top of the T1 secondary is swinging positive, Q7 will conduct less and Q6 will conduct more. The higher current path is from the -30 volt peak supply to the T1 secondary center tap, down through the lower T1 secondary winding, through the emitter-collector junction of Q6 and up through the lower control winding to the +30 volt peak supply. On the negative half-cycle Q7 conducts more and Q6 conducts less, so an alternating field is established in the motor control windings by the Q6 and Q7 collector currents.

The alternating current in the motor control windings will either be in phase with the line voltage or 180° out of phase. Line voltage applied to the motor main field is shifted in phase approximately 90° by the capacitor in series with the field, so the control field will lead or lag the main field by 90° and determine the direction of rotation.

Diode D1 protects Q6 or Q7 when the amplitude of the input signal is too large. For example, if the top of the T1 secondary is positive, Q6 will conduct more. If the input continues to increase it will eventually overcome the reverse bias on D1, provided by the -30-volt peak supply, and forward bias D1. D1 will then shunt the -30-volt peak supply and reduce the conduction level of Q6.

Capacitor C9 is in parallel with the motor control field and is used to develop high circulating current for maximum motor torque.

The collector and emitter supply voltages of Q6 and Q7 are obtained from full-wave unfiltered...
rectifier circuits operating from the same 400 Hz supply as the servomotor and synchro control system. The use of an unfiltered supply voltage reduces the heat dissipation of Q6 and Q7.

Electron Tube Servoamplifier

When analyzing the operation of the electron tube circuit assume that the voltage reference is the top of the transformer secondary and the plate of V3. When the error detector produces an output, the error signal applied to the grid of V1 will either be in phase with the reference voltage or 180° out of phase. V1 and V2 are class A amplifiers, so the signal applied to the grids of V3 and V4 is a sine wave in phase with the error signal on the V1 grid. Since the plates of V3 and V4 are connected to opposite sides of the transformer secondary, the instantaneous plate potentials are opposite in polarity. Only one of the two plates will be positive during the positive alternation of the grid signal therefore only that tube will conduct at this time.

Figure 12-43 shows the error signal in phase with the reference voltage. During the first alternation the grids are going positive so only V3 conducts. The result is half-wave pulses of plate current. The capacitor in parallel with the control field winding (fig. 12-42) produces a flywheel effect which restores the missing half-cycles and keeps the control field current sinusoidal rather than pulsating d.c.

On the next alternation the grids are going negative so neither tube will conduct. The result is half-wave pulses of plate current. The capacitor in parallel with the control field winding (fig. 12-42) produces a flywheel effect which restores the missing half-cycles and keeps the control field current sinusoidal rather than pulsating d.c.

Figure 12-44 illustrates the error signal 180° out of phase with the reference voltage. During the first half-cycle neither tube will conduct since both grids are going negative. During the second alternation both grids are going positive, the plate of V3 is negative, and V4’s plate is positive. V4 will conduct and current again flows down through the control field winding.

The capacitor in series with the main field winding (fig. 12-42), produces an approximate 90° phase shift with respect to the reference source. Since the control field is energized by the plate current of either V3 or V4 and the plate voltages of these two tubes are 180° out of phase from each other, the control winding is excited either 90° leading or 90° lagging the main field winding. Direction of rotation of the servomotor therefore depends on the phase of the error signal which in turn determines which of the two output tubes will conduct.
HUNTING AND ANTI HUNT CIRCUITS

A servomechanism is susceptible to instability in the form of sustained mechanical oscillations called HUNTING. When this type of instability is present, the output shaft will swing back and forth through the desired rest position, even though the input shaft is held stationary. Such oscillations are produced by too large a time lag in the system. Since the servomechanism cannot respond in zero time to an input change, the corrective action lags behind the change of the input shaft when the error has been reduced to zero. The servomechanism overcorrects, producing an error signal in the opposite direction, overcorrects again, and so on. The output shaft oscillates around the desired angular position.

A simple anti-hunt circuit is shown in figure 12-45. When an error exists in the circuit, the potential difference between the command and followup wiper arms is applied to the RC network. While the error is increasing capacitor C charges, which increases the voltage across R2 resulting in a greater input to the servoamplifier. The corrective action is exaggerated permitting the output shaft to accelerate rapidly. When the output shaft begins to catch up, the error begins to reduce and the capacitor begins to discharge. This reduces the voltage across R2 causing the amplifiers error input to appear smaller than it actually is. Corrective action is therefore decreased as the error approaches zero, preventing overshoot and hunting.

An anti-hunt circuit used in many Navy applications with a synchro control system error detector is the tachometer error rate control shown in figure 12-46. The d.c. output of the tachometer, a d.c. generator, depends on the speed of the servomotor. The faster the motor turns the greater the output from the generator. A change in the output shaft speed produces a change in the generator output voltage. This change is coupled through a differentiator to a modulator which converts the d.c. rate signal to an a.c. signal at the frequency of the synchro control system. When the error signal and resultant output shaft speed are increasing, the feedback from the tachometer through the differentiator and modulator to the servoamplifier is in phase with the error signal from the synchro transformer making the error appear to be larger than it actually is. This causes the output shaft to be accelerated rapidly. When the amount of error is decreasing the feedback from the tachometer error rate control is out of phase with the error signal causing the error at the servoamplifier input to appear smaller than it actually is, thus reducing overshoot and the resultant hunting.

Rate generators (usually referred to as tachometer generators) used in servosystems are small a.c. or d.c. generators which develop an output voltage (proportional to the generator r.p.m.) whose phase or polarity is dependent upon the direction of rotation. Direct current rate

---

Figure 12-45.—Simplified anti-hunt circuit.

Figure 12-46.—Tachometer error rate control.
generators usually have permanent magnetic field excitation, whereas the a.c. units are excited by a constant a.c. supply.

The most common type of a.c. rate generator is the drag-cup type constructed similar to figure 12-34.

The generator has two stator windings 90° apart, and an aluminum or copper cup rotor. The rotor rotates around a stationary soft-iron magnetic core. One stator winding is energized by a reference a.c. source. The other stator winding is the generator output or secondary winding.

The voltage applied to the primary winding creates a magnetic field at right angles to the secondary winding when the rotor is stationary, as shown in figure 12-47A. When the rotor is turned, it distorts the magnetic field so that it is no longer 90 electrical degrees from the secondary winding. Flux linkage is created with the secondary winding and a voltage is induced (fig. 12-47B and C). The amount of magnetic field that will be distorted is determined by the angular velocity of the rotor. Therefore, the magnitude of the voltage induced in the secondary winding is proportional to the rotor's velocity.

The direction of the magnetic field's distortion is determined by the direction of the rotor's motion. If the rotor is turned in one direction, the lines of flux will cut the secondary winding in one direction. If the motion of the rotor is reversed, the lines of flux will cut the secondary winding in the opposite direction. Therefore, the phase of the voltage induced in the secondary winding, measured with respect to the phase of the supply voltage, is determined by the direction of the rotor's motion.

The frequency of the generator output voltage is the same as the frequency of the reference voltage. This is true because the magnetic field produced by the primary winding fluctuates at the supply's frequency. The output voltage is generated by the alternating flux field cutting the secondary winding; therefore, the output voltage must have the same frequency as the supply voltage.

Other types of a.c. rate generators have a squirrel-cage rotor. Otherwise their construction and principles of operation are identical to the drag-cup type.

Figure 12-47.—A.c. drag-cup rate generator.
The d.c. rate generator employs the same principles of magnetic coupling between the reference winding and the output winding as the a.c. generator. The d.c. rate generator, however, has a stationary primary magnetic field. This magnetic field is usually supplied by permanent magnets as stated previously. The amount of voltage induced in the rotor winding is proportional to the magnetic flux lines the winding cuts.

The polarity of the output voltage is determined by the direction in which the rotor cuts the lines of magnetic flux.

Rate generators are used in servosystems to supply velocity or damping signals and are sometimes mounted on the same shaft with, and enclosed within, the same housing as the servomotor.
CHAPTER 13
NUMBER SYSTEMS AND LOGIC

This chapter will serve as a basis for the understanding of machines designed to perform logical functions (computers and associated devices). A knowledge of number systems other than the decimal system is a necessity as is a knowledge of Boolean algebra.

NUMBER SYSTEMS

A number system is any set of symbols or characters used for the purpose of enumerating objects and performing mathematical computations such as addition, subtraction, multiplication, and division. All number systems are related to each other by symbols or characters commonly referred to as digits.

NOTE: All modern number systems will have certain digits in common; however, they do not all use the same number of digits as illustrated in table 13-1.

Our most commonly used system is the HINDU-ARABIC SYSTEM, which uses the digits 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9. Since most measurements are made using this system, it will be used as the basis for a discussion of other number systems.

In ancient times number systems were used primarily for the purpose of making measurements and keeping records since mathematical computations using early number systems were extremely difficult. This lack of an adequate number system probably was a major factor in hampering scientific development in those early civilizations.

The acceptance of two basic concepts has greatly simplified mathematical computations and led to the development of modern number systems. These two concepts are (1) the use of zero to signify the absence of an object or unit and (2) the principle of positional value.

The principle of positional value consists of assigning a digit a value which depends on the digit’s own value and a weighting value which is determined by the digits position within a given number. For example, in each of the decimal numbers 456, 654, and 564 the digit 6 will have a different value; in the first number the digit 6 has its basic value (6); in the second number, it has a value of 600 (6 x 10 x 10) and in the third it has a value of 60 (6 x 10). Sometimes a position within a given number will not have a value. However, if this position is left out (omitted) then there is no way to distinguish between two different quantities such as 505 and 55. Thus, the zero is used to signify that a particular position within a given number has no value assigned. As may be seen, the use of these two concepts has greatly simplified counting and mathematical computations. Thus, they are used in all modern number systems.

Before continuing, consideration should be given to the following definitions which are applicable to all numbering systems:

1. UNIT...A single object or thing.
2. NUMBER...An arbitrary symbol or group of symbols
3. NUMBER SYSTEM...A method of indicating the number of units counted.
   a. All modern number systems include the zero.
   b. The RADIX, or BASE, of a number system is the number of characters or symbols it possesses, including the zero.
4. QUANTITY...A number of units (implies both a unit and a number).
5. MODULUS...The total number of different numbers or stable conditions that a counting device can indicate. (For example, the odometer on most automobiles has a modulus of 100,000 since it indicates all numbers from 00,000 to 99,999. The modulus of the hour hand on most watches is 12, and that of the minute hand is 60.)
Table 13-1.—A Comparison Of Four Of the More Commonly Used Number Systems

<table>
<thead>
<tr>
<th>BINARY</th>
<th>OCTAL</th>
<th>DECIMAL</th>
<th>DUODECIMAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>101</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>110</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>111</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>1001</td>
<td>11</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>1010</td>
<td>12</td>
<td>10</td>
<td>t</td>
</tr>
<tr>
<td>1011</td>
<td>13</td>
<td>11</td>
<td>e</td>
</tr>
<tr>
<td>1100</td>
<td>14</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>1101</td>
<td>15</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>1110</td>
<td>16</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>1111</td>
<td>17</td>
<td>15</td>
<td>13</td>
</tr>
</tbody>
</table>

The standard shorthand form of writing numbers is known as POSITIONAL NOTATION. As mentioned before concerning this subject, the value of a particular digit depends not only on the digit value, but also on the position of the digit within the number. Consequently, the decimal number 9751.68 is the standard shorthand form of the quantity nine thousand seven hundred fifty-one and sixty-eight hundredths. What the shorthand form really states is best illustrated by an example as follows:

\[ Q = (9 \times 10^3) + (7 \times 10^2) + (5 \times 10^1) + (1 \times 10^0) + (6 \times 10^{-1}) + (8 \times 10^{-2}). \]

A quantity may be expressed in positional notation (standard shorthand form) in any number system. This is true since the general form for expressing a quantity regardless of base (radix) is as follows:

\[ Q = (d_n \times r^n) + \ldots + (d_2 \times r^2) + (d_1 \times r^1) + (d_0 \times r^0) + (d_{-1} \times r^{-1}) + (d_{-2} \times r^{-2}) + \ldots + (d_{-n} \times r^{-n}) \]

where: \( Q \) is the quantity expressed in positional notation form; \( r \) is the base or radix of the number system raised to a power; and \( d_2, d_1, d_0, d_{-1}, d_{-2}, \ldots \) are the characters of the radix.

Note that the radix point in the general expression (known as the decimal point in the decimal system) is not required because the exponent goes negative. In the shorthand form the radix point is placed between the \( d_0 \times r^0 \) and \( d_{-1} \times r^{-1} \) values.

THE RADIX

Every number system has a radix, or base. When the radix (\( r \)) is ten, the decimal system is indicated; when \( r \) is eight, the octal system is indicated; and when \( r \) is two, the binary system is indicated. The division between integers and fractions is recognized by the position of the radix point. Additional characteristics of the radix are as follows:

1. The radix of a numbering system is equal to the number of the different characters which are necessary to indicate all the various magnitudes a digit may represent. For example, the decimal system, with a radix ten, has ten digits of magnitudes, 0 through 9.
2. The value of the radix is always one unit greater than the largest basic character being used. This is because the radix is equal to the number of characters, whereas the characters themselves start from zero. Thus, the octal system (discussed later) has a radix of eight and uses digits 0 through 7.

3. The positional notation does not, in itself, indicate the radix. The symbol "312" could represent a number written in the quartic (base four), octal, or decimal system, or in any system having a radix of four or greater. Binary numbers are usually recognizable from their string of ones and zeros. To avoid confusion, numbers written in systems other than the decimal system should have the radix noted as a subscript, i.e.,

\[ 315.728 \]

The radix subscript is always written as a decimal (base ten) number.

4. Any number can easily be multiplied or divided by the radix of its number system. In decimal notation, to multiply a number by ten, move the decimal (radix) point one digit to the right of its former position, as follows:

\[
\begin{align*}
34.564 \\
\times \text{ten} \\
345.64
\end{align*}
\]

A fact often overlooked is that the radix point could remain stationary while the digits are moved and accomplish the same thing.

To divide a number by ten, move the decimal (radix) point one digit to the left of its former position, or move the digits one digit space to the right relative to the radix point as follows:

\[
\frac{34.564}{10} = 3.4564
\]

In the same fashion, a binary number is multiplied by two when the binary (radix) point is moved to the right one position value or the number is shifted to the left as follows:

\[10101.01 \times \text{(two)} = 101010.1\]

COUNTING

The rules for counting numbers written in a system of positional notation are the same for every radix. (See table 13-1.) The octal system is used in the following example to illustrate these rules.

1. Starting from zero, add "one" to the least significant digit until all basic characters have been used:

\[0, 1, 2, 3, 4, 5, 6, 7 \ldots \ldots \]

Note: A series of all the characters in sequence, in a given number system is called a CYCLE.

2. Since seven is the largest character in this system, a larger number requires two digits. Start the series of two-digit numbers with zero as the least significant digit and a "1" to left of the zero:

\[\ldots 6, 7, 10, 11, 12, 13, 14, 15, 16, 17, \ldots \]

3. Whenever any digit reaches its maximum value (seven, in this case), replace it with zero and add "1" to its next more significant digit:

\[\ldots 16, 17, 20, 21, \ldots 26, 27, 30, 31, \ldots 66, 67, 70, 71\]

4. When two or more consecutive digits reach the maximum value, replace them with zeros and add "1" to the next more significant digit:

\[\ldots 76, 77, 100, 101, \ldots 176, 177, 200, \ldots 776, 777, 1000\]

NOTE: The symbol "10" always represents the radix in its own system. This is true because the radix is one unit larger than the largest character, and by the rules of counting, this value is written as "10."

For example:

- Binary "10" = two (the radix of the binary system)
- Octal "10" = eight (the radix of the octal system)
- Decimal "10" = ten (the radix of the decimal system)

DECIMAL SYSTEM

Since the decimal system uses ten symbols, or digits, (tab. 13-1), it has a radix, or base, of 10. This system is thought to have evolved and found common usage as a result of our having ten fingers (digits).
Because this system is used almost universally throughout the world, basic mathematical computations done by a person in one country are easily understood by a person from another country. In other words the decimal system serves as sort of a universal language.

**BINARY SYSTEM**

The simplest possible number system is based on powers of two and is known as the binary system. This system, which is keyed to the decimal and octal systems, is used in the majority of modern computers and in all digital devices.

By a convenient coincidence, the two binary conditions (1 and 0) can be easily represented by many electrical/electronic components if the 1 binary state is indicated when the component is conductive and the 0 state is indicated when the component is nonconductive. The reverse of this will work equally as well, i.e., the nonconductive state of a component can be used to represent a 1 binary condition and a conducting state the 0 condition. Both procedures are used in digital computer applications and frequently within a single computer. Numerous devices are used to provide representation of binary conditions. These include switches, transistors, relays, diodes and magnetic devices.

The quantity represented using binary characters (or the characters in any numbering system) cannot be determined without knowing the positional weighting value of each character (digit). The positional values of binary characters from $2^0$ (1) to $2^9$ (512) or 512 base ten) are illustrated in figure 13-1.

Consider the following: a number of flip-flops (multivibrators) may be interconnected in such a fashion as to form a chain, or register. The incoming pulses to this chain, or register, are then gated in such a fashion as to cause certain of the flip-flops to be driven to a SET, or 1, OUTPUT while the rest are driven to a CLEAR, or 0, OUTPUT. (Note: The characteristics and operation of registers will be discussed in more detail later in this chapter.) If it is assumed that there are ten flip-flops in

![Figure 13-1. Positional weighting value.](image)

164.64
the chain, the binary condition (number) represented could be 0000010101. The value of this number can be determined by simply summing the positional values as indicated by 1's in the table of figure 13-1. By this procedure, the top number in the table yields:

\[(1 \times 2^4) + (1 \times 2^2) + (1 \times 2^0) = 21\]

Thus,

\[0000010101_2 = 21_{10},\]

and it is now known that the flip-flop chain is storing the decimal equivalent of 21.

The values of the other binary numbers in figure 13-1 are determined in the same manner.

Regardless of the number system in use, weighting values are by convention always arranged in the same order when counting. That is, the MOST SIGNIFICANT DIGIT (MSD) will be on the left while the LEAST SIGNIFICANT DIGIT (LSD) will be on the right, and the weighting value will progressively increase from the LSD to the MSD.

In a binary number the leftmost 1 (fig. 13-2) is referred to as the MSD as it will be multiplied by the highest positioned coefficient. Once the MSD is determined, all positions to the left of the MSD have no significance even though they may be occupied by zeros; this is true because in a given number any position which is unoccupied or is occupied by a zero does not have a value assigned.

Whether or not a value is assigned all digit, or bit, positions which are to the right of the MSD in a given number must be occupied either by a significant digit, or if no value has been assigned by a zero, if we are to distinguish one number from the other. Even though occupied by zeros all digit, or bit, positions to the right of the MSD in a given number are considered to be occupied by significant digits. Thus, the digit position at the extreme right of a given number is always considered to be occupied by the LSD even though it in fact contains a zero indicating no value has been assigned for this position. The digit, or bit, position immediately to the left of the one occupied by the LSD is occupied by the 2nd LSD, the one to the left of that by the 3rd LSD and etc....until the MSD is reached. If we reverse the order then the digit, or bit, position immediately to the right of the MSD is considered to hold the 2nd MSD, the one to the right of that the 3rd MSD and etc....until the LSD is reached.

The terms most significant digit and least significant digit have the same meaning in any numbering system. The MSD of the decimal number 43,096 is 4, while the LSD is 6. When 43,096 is multiplied, divided, subtracted, or added to another number, the 4, being in the 10,000 place, will produce the greatest change in the answer. Thus, it is the MSD. The 6, being in the units place will produce the least change in the answer. It is the least significant digit. In most practical computation, an error in the LSD has little significant effect. An MSD error, however, can result in an incorrect answer of more consequence.

![Figure 13-2](image-url)
OCTAL SYSTEM

The octal system has eight distinct characters (table 13-1), hence its radix is eight. The octal system is quite useful as an accessory to the binary system, because eight is an integral power of two \((8_{10} = 2^{10})\). One octal digit is always equal to three binary and vice versa.

<table>
<thead>
<tr>
<th>Octal to Binary</th>
<th>Binary to Octal</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 2 5</td>
<td>010 010 101</td>
</tr>
</tbody>
</table>

This direct relationship between the two systems facilitates the programming of digital machines, since the octal system may be used for programming in place of the more cumbersome binary system which is the language of the machine. The conversion from octal to binary and vice versa is then a simple process which may be accomplished at any point in the system as desired by a relatively simple device.

DUODECIMAL SYSTEM

The duodecimal system has a radix of 12 and thus makes use of the ten symbols of the decimal system plus two additional symbols which are commonly represented by the characters \(t\) and \(e\) in order to meet system requirements. The primary use of this system at present is for error detection and correction in certain digital machines.

ARITHMETIC OPERATIONS

The operations we will discuss, for various bases, will be the basic arithmetic operations of addition, subtraction, multiplication, and division. Ease in performing these operations will facilitate the understanding of conversions from one base to another base which will be discussed later in this chapter.

Addition

In general, the rules of arithmetic apply to any number system. However, each system has a unique digit addition and digit multiplication table. These tables will be discussed with each system.

DECIMAL. Addition facts in base ten are shown in table 13-2. The sign of operation is given in the upper left corner. The addends or augends are indicated by row \(A\) and column \(B\). (Note: The numbers in row \(A\) may represent either the addend or the augend and the same applies to the numbers in column \(B\). However, if the numbers in row \(A\) are to represent the addend then the number in column \(B\) must represent the augend and vice versa.) The sums are shown in the array \(C\). To find the sum \(C\) of \(A + B\) locate the addend \(A\) and augend \(B\). The sum \(C\) will be located where \(A\) and \(B\) intersect. The commutative principle causes the table to be symmetrical with respect to the diagonal with a negative slope. This is shown by the dotted line.

BINARY. Binary addition facts are shown in table 13-3. Notice that a binary digit has only two possible values, 0 and 1. A carry of two is involved in binary addition. That is, when we add one and one the sum is two, but we have no two so we write \(10_2\) which indicates one group of \(2^1\) and no group of one.

EXAMPLE: Add \(1011_2\) and \(1101_2\).

SOLUTION: Write

\[
\begin{array}{c}
1011_2 \\
+1101_2 \\
\hline
179802
\end{array}
\]

Then, one and one are two, but "two" is

\[
\begin{array}{c}
102 \\
\hline
1 \\
\hline
1011_2 \\
+1101_2 \\
0
\end{array}
\]

so we write
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Table 13-3.—Binary Addition

<table>
<thead>
<tr>
<th>+</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 13-4.—Octal Addition

<table>
<thead>
<tr>
<th>+</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
</tbody>
</table>

and carry a one. The following steps, with the carry indicated, show the completion of our addition.

\[
\begin{array}{c}
1011_2 \\
+1101_2 \\
\hline
11000_2
\end{array}
\]

Notice in the last step we added three ones which total three, and "three" is written as \(11_2\).

To verify our answer we may proceed as follows

\[
\begin{align*}
1011_2 &= 11_{10} \\
+1101_2 &= 13_{10} \\
11000_2 &= 24_{10}
\end{align*}
\]

OCTAL.—The octal system has the digits 0, 1, 2, 3, 4, 5, 6, and 7. When an addition carry is made, the carry is eight. The addition facts are shown in table 13-4.

When we add \(7_8\) and \(6_8\) we have a sum of thirteen but thirteen in base eight is one group of eight and five groups of one. We write

\[
\begin{array}{c}
7_8 \\
+6_8 \\
\hline
13_8
\end{array}
\]

EXAMPLE: Add \(765_8\) and \(675_8\).

SOLUTION: Write

\[
\begin{align*}
1 \\
765_8 \\
+675_8 \\
\hline
1662_8
\end{align*}
\]

DUODECIMAL.—The addition facts for the base twelve system are shown in table 13-5. The \(a\) equals ten and the \(e\) equals eleven. When a carry is made the carry is twelve. When we add \(9_{12}\) and \(e_{12}\) we find the sum is twenty and twenty is written as one group of twelve and eight groups of one; that is,

\[
\begin{array}{c}
9_{12} \\
+e_{12} \\
\hline
18_{12}
\end{array}
\]
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Table 13-5.—Duodecimal Addition

<table>
<thead>
<tr>
<th>+</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>t</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>t</td>
<td>t</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>e</td>
<td>e</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

EXAMPLE: Add 8te212 and 9e412.
SOLUTION: Write

```
     8te212
+ 9e412
---
    612
```

Subtraction

Subtraction in any number system is performed in the same manner as in the decimal system. In the process of addition we were faced with the "carry," and in subtraction we are faced with "borrowing."

Since the process of subtraction is the opposite of addition, we may use the addition tables for subtraction facts for the various bases discussed previously.

DECIMAL.—Table 13-2 is the addition table for the decimal system. Since this table indicates that

\[ A + B = C \]

we may use this table for subtraction facts by writing

\[ A + B = C \]

then

\[ C - A = B \]

or

\[ C - B = A \]

To subtract 8 from 15, find 8 in either the A row or B column. Find where this row or column intersects with a value of 15 for C, then move to the remaining row or column to find the remainder.

This problem, when written in the familiar form of

\[
\begin{array}{c}
15 \text{ minuend} \\
-8 \text{ subtrahend} \\
\hline
7 \text{ remainder}
\end{array}
\]

requires the use of the "borrow"; that is, when we try to subtract 8 from 5 to obtain a positive remainder, we cannot accomplish this. We borrow the 1 which is really one group of ten. Then, one group of ten and 5 groups of one equals 15 and 15 minus 8 leaves a remainder of 7.

BINARY.—When subtracting in base two, the addition table in table 13-3 is used. To subtract 12 from 102 the borrow of two is used. That is,

\[
\begin{array}{c}
102 \\
-12 \\
\hline
8 \text{ remainder}
\end{array}
\]

one group of \((2)^1\) and no group of \((2)^0\) minus one group of \((2)^0\). Thinking in base ten, this is 2 minus 1 which is 1. This may be verified by using table 13-3.

EXAMPLE: Subtract 112 from 1012.
SOLUTION: Write

\[
\begin{array}{c}
1012 \\
-112 \\
\hline
8 \text{ remainder}
\end{array}
\]
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Then, 1 from 1 is 0 and write
\[
\begin{array}{c}
101_2 \\
- 11_2 \\
\hline
0_2
\end{array}
\]

Now borrow the left hand 1 which has the value two when moved to the next column to the right. 1 from 2 is 1, and
\[
\begin{array}{c}
2 \\
\hline
\overline{01}_2 \\
- 11_2 \\
\rightarrow\overline{10}_2
\end{array}
\]

OCTAL.—Table 13-4 contains the octal subtraction facts in that
\[C - B = A\]
or
\[C - A = B\]

EXAMPLE: Find the remainder when 68 is subtracted from 138.
SOLUTION: If, in table 13-4,
\[C = 13_8\]
and
\[B = 6_8\]
then
\[C - B = A\]
\[13_8 - 6_8 = 5_8\]

DUODECIMAL.—Through the use of table 13-5 we find that 13 12 minus 9 12 is 6 12. This may be explained by writing
\[
\begin{array}{c}
13_{12} \\
- 9_{12} \\
\hline
\end{array}
\]

We borrow one group of twelve and add it to the group of three ones to obtain fifteen. Then, nine from fifteen is six. Therefore,
\[13_{12} - 9_{12} = 6_{12}\]

Here, as before, we think in base ten and write in the base being used.

EXAMPLE: Subtract 2e9 12 from t64 12.
SOLUTION: Write
\[\begin{array}{c}
t64_{12} \\
- 2e9_{12} \\
\hline\end{array}\]

Borrow one group of twelve and add it to four to obtain sixteen. Then nine from sixteen is seven. Write
\[\begin{array}{c}
5_{12} \\
t \neq 4_{12} \\
- 2e9_{12} \\
\rightarrow \overline{7}_{12}
\end{array}\]

Then, borrow one group from t, the (12) 2 column, and add it to the five groups of (12) 1 to obtain seventeen groups of (12) 1 minus e groups of (12) 1 for a remainder of six groups of (12) 1. Write
\[\begin{array}{c}
9_{12} \\
t5_{12} \\
- 2e9_{12} \\
\rightarrow \overline{6}_{12}
\end{array}\]

then, 2 12 from 9 12 is 7 12, therefore,
\[\begin{array}{c}
9_{12} \\
\neq 5_{12} \\
- 2e9_{12} \\
\rightarrow \overline{7}_{12}
\end{array}\]

Multiplication

Multiplication in any number system is performed in the same manner as in the decimal system. Each system has a unique digit multiplication table. These tables will be discussed with each system. The rows, columns, and arrays of these tables are labeled in the same fashion as the addition tables. Only the sign of operation and array values are different.

DECIMAL.—In multiplication in the decimal system, certain rules are followed which use the decimal digit multiplication and decimal digit addition tables. These rules are well known and apply to direct multiplication in any number system. Table 13-6 shows the decimal multiplication facts.
Table 13-6.—Decimal Multiplication

<table>
<thead>
<tr>
<th>x</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>12</td>
<td>18</td>
<td>24</td>
<td>30</td>
<td>36</td>
<td>42</td>
<td>48</td>
<td>54</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>7</td>
<td>14</td>
<td>21</td>
<td>28</td>
<td>35</td>
<td>42</td>
<td>49</td>
<td>56</td>
<td>63</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8</td>
<td>16</td>
<td>24</td>
<td>32</td>
<td>40</td>
<td>48</td>
<td>56</td>
<td>64</td>
<td>72</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>9</td>
<td>18</td>
<td>27</td>
<td>36</td>
<td>45</td>
<td>54</td>
<td>63</td>
<td>72</td>
<td>81</td>
</tr>
</tbody>
</table>

The direct method of multiplication of decimal numbers is shown in the following example.

**EXAMPLE:** Multiply 32 by 25

**SOLUTION:** Write

\[
\begin{align*}
25 & = 20 + 5 \\
\therefore \quad 32(25) & = 32(20 + 5) \\
& = 32(20) + 32(5) \\
& = 640 + 160 \\
& = 800
\end{align*}
\]

The same problem written as

\[
\begin{align*}
32 & \times 25 \\
B & = 25 \\
C & = 32
\end{align*}
\]

gives

\[
\begin{align*}
32(5) & = 160 \text{ partial product} \\
32(20) & = 640 \text{ partial product} \\
160 + 640 & = 800 \text{ product}
\end{align*}
\]

The technique generally used is

\[
\begin{align*}
32 & \times 25 \\
& = 160 \\
& = 64 \\
& = 800
\end{align*}
\]

Notice that the 64 really represents 640 but the zero is omitted.

**EXAMPLE:** Multiply 306 by 762.

**SOLUTION:** Write

\[
\begin{align*}
306 & \times 762 \\
& = 612 \text{ partial product} \\
& = 1836 \text{ partial product} \\
& = 2142 \text{ partial product} \\
& = 233172 \text{ product}
\end{align*}
\]

**BINARY.**—Table 13-7 shows the multiplication facts for the binary system. This is the simplest set of facts of any of the number systems and as will be seen the only difficulty in binary multiplication may be in the addition of the partial products.

**EXAMPLE:** Multiply 101₂ by 1101₂.

**SOLUTION:** Write

\[
\begin{align*}
1101₂ & \times 101₂ \\
& = 1101 \text{ partial product} \\
& = 111010 \text{ partial product} \\
& = 1000001 \text{ product}
\end{align*}
\]

The partial products and the products are as follows:

\[
\begin{align*}
1101 & \times 101 \\
& = 1101 \text{ partial product} \\
& = 111010 \text{ partial product} \\
& = 1000001 \text{ product}
\end{align*}
\]

Table 13-7.—Binary Multiplication

<table>
<thead>
<tr>
<th>x</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
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As in the addition section, the problem that may be encountered in the addition of the partial products is what to carry. The following example will illustrate this problem.

EXAMPLE: Multiply \(1111_2\) by \(111_2\).

SOLUTION: Write

\[
\begin{array}{c}
1111_2 \\
\times 111_2 \\
\hline
1111 \\
1111 \\
1111 \\
\hline
1101001_2
\end{array}
\]

We add the partial products by writing

\[
\begin{array}{c}
1111_2 \\
\times 111_2 \\
\hline
1111 \\
1111 \\
1111 \\
\hline
01
\end{array}
\]

and when we add the four ones we find four is written in binary as \(100_2\). We write the zero, then we must carry the \(10_2\). The symbol \(10_2\) is really two, thinking in base ten; therefore, we carry two and when two is added to the next three ones we have five. Five is written as \(101_2\); therefore, we write 1 and carry the \(10_2\) or two. Two and two are four so we write zero and carry \(10_2\) or two. Finally, two and one are three and we write \(11_2\). The entire addition process is shown as follows:

\[
\begin{array}{c}
1111 \\
1111 \\
1111 \\
\hline
1101001_2
\end{array}
\]

OCTAL.—Base eight multiplication facts are given in table 13-8. When multiplying \(6_8\) by \(7_8\) we find the product by thinking “six times seven is forty-two” and writing forty-two as five groups of eight and two groups of one or

\[
6_8 \times 7_8 = 52_8
\]
Table 13-9.—Duodecimal Multiplication

<table>
<thead>
<tr>
<th>A</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>t</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>t</td>
<td>e</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>t</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>1t</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>13</td>
<td>16</td>
<td>19</td>
<td>20</td>
<td>23</td>
<td>26</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>10</td>
<td>14</td>
<td>18</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>30</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>t</td>
<td>13</td>
<td>18</td>
<td>21</td>
<td>26</td>
<td>30</td>
<td>36</td>
<td>39</td>
<td>42</td>
<td>47</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>10</td>
<td>16</td>
<td>20</td>
<td>26</td>
<td>30</td>
<td>36</td>
<td>40</td>
<td>46</td>
<td>50</td>
<td>56</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>7</td>
<td>12</td>
<td>19</td>
<td>24</td>
<td>29</td>
<td>36</td>
<td>41</td>
<td>48</td>
<td>53</td>
<td>5t</td>
<td>65</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8</td>
<td>14</td>
<td>20</td>
<td>28</td>
<td>34</td>
<td>40</td>
<td>48</td>
<td>54</td>
<td>60</td>
<td>68</td>
<td>74</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>9</td>
<td>16</td>
<td>23</td>
<td>30</td>
<td>36</td>
<td>43</td>
<td>50</td>
<td>57</td>
<td>64</td>
<td>71</td>
<td>78</td>
</tr>
<tr>
<td>t</td>
<td>0</td>
<td>t</td>
<td>18</td>
<td>26</td>
<td>34</td>
<td>42</td>
<td>50</td>
<td>58</td>
<td>66</td>
<td>74</td>
<td>82</td>
<td>90</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>e</td>
<td>t</td>
<td>29</td>
<td>38</td>
<td>47</td>
<td>56</td>
<td>65</td>
<td>74</td>
<td>83</td>
<td>92</td>
<td>t1</td>
</tr>
</tbody>
</table>

and thirty-five in base ten is written as two groups of twelve and eleven ones, in base twelve; therefore,

\[
\begin{align*}
\text{DECIMAL:} & \quad \text{Divide 54 by 9.} \\
6 & \quad 9 \div 54 \\
54 & \quad 54 \\
0 & \quad 0
\end{align*}
\]

\[
\begin{align*}
\text{EXAMPLE:} & \quad \text{Divide 252 by 6.} \\
\text{SOLUTION:} & \quad \text{Write} \\
42 & \quad 6 \div 252 \\
& \quad 24 \\
12 & \quad 12 \\
0 & \quad 0
\end{align*}
\]

\[
\begin{align*}
\text{BINARY:} & \quad \text{Divide 1111}_2 \text{ by } 112. \\
\text{SOLUTION:} & \quad \text{Write} \\
1012 & \quad 10 \div 1111 \\
11 & \quad 11 \\
011 & \quad 0 \\
11 & \quad 0
\end{align*}
\]

\[
\begin{align*}
\text{OCTAL:} & \quad \text{Divide 2348 by 68.} \\
\text{SOLUTION:} & \quad \text{Write} \\
& \quad 328 \\
& \quad 6 \div 234 \\
22 & \quad 22 \\
14 & \quad 14 \\
& \quad 0
\end{align*}
\]

The process of division is the opposite of multiplication; therefore, we may use the multiplication tables for the various bases to show division tactics. We will define division by writing

\[
\frac{C}{B} = A \text{ if, and only if, } AB = C, B \neq 0
\]

We show this by use of table 13-6. That is, if

\[
C = 42
\]

and

\[
B = 7
\]

then

\[
A = 6
\]

Notice that the value of C is the intersection of the values of A and B.

For the remainder of this section on division, examples and problems for the various number bases along with their respective multiplication tables will be used.
EXAMPLE: Divide 765₈ by 4₈.
SOLUTION: Write

\[
\begin{array}{c|c}
4 & 765 \\
\hline
4 & 36 \\
34 & 25 \\
24 & 1 \\
\hline & \text{remainder}
\end{array}
\]

DUODECIMAL

EXAMPLE: Divide 446₁₂ by 6₁₂.
SOLUTION: Write

\[
\begin{array}{c|c}
6 & 446 \\
\hline
40 & 46 \\
46 & 0
\end{array}
\]

EXAMPLE: Divide 417₁₂ by 5₁₂.
SOLUTION: Write

\[
\begin{array}{c|c}
5 & 417 \\
\hline
39 & 47 \\
47 & 0
\end{array}
\]

CONVERSION

If two numbers written in different numbering systems represent the same quantity, these numbers are equivalent (the represented quantities are equal although the numbers are not necessarily composed of the same characters). Any change which retains the equivalence of the original numbers results in a new set of equivalent numbers. Therefore, it is possible to convert numbers from one numbering system to another numbering system, that is, to change radices.

Nondecimal to Decimal

To determine the decimal quantitative meaning of a number expressed in a system other than the decimal system, write the number in a power series summation, multiplying each digit of the number by its radix raised to the indicated positional power. The radix and the power must be expressed as a decimal number to obtain the decimal quantity.

Examples:

Problem: For what decimal quantity does the binary number 10101.01 stand?

Solution:

\[
\begin{align*}
\text{Quantity} & = (1 \times 2^4) + (0 \times 2^3) + (1 \times 2^2) + (0 \times 2^1) + (1 \times 2^0) + (0 \times 2^{-1}) + (1 \times 2^{-2}) \\
& = 16 + 0 + 4 + 0 + 1 + 0 + 0.25 \\
& = 21.25 \text{₁₀}
\end{align*}
\]

Problem: For what decimal quantity does the octal number 25.2 stand?

Solution:

\[
\begin{align*}
\text{Quantity} & = (2 \times 8^1) + (5 \times 8^0) + (2 \times 8^{-1}) \\
& = 16 + 5 + 0.25 \\
& = 21.25 \text{₁₀}
\end{align*}
\]

Note that the numbers 21.25₁₀, 25.₂₈, and 10101.0₁₂ are equivalent.

Another method of nondecimal to decimal conversion is by synthetic substitution. This method is shown in the following example.

EXAMPLE: Convert 63₄₈ to decimal.
SOLUTION: Write

\[
\begin{array}{c|c}
8 & 634 \\
\hline
6 & 34 \\
6 &
\end{array}
\]

Bring down the six

\[
\begin{array}{c|c}
8 & 634 \\
\hline
6 &
\end{array}
\]

236
Multiply the six by the base (expressed in decimal form) and carry the decimal product to the next lower place value column.

\[
\begin{array}{ccc}
8 & 6 & 3 & 4 \\
& 48 & \\
6 & 51
\end{array}
\]

ADD the three and the carried product

\[
\begin{array}{ccc}
8 & 6 & 3 & 4 \\
& 48 & 408 & \\
6 & 51 & 412
\end{array}
\]

Multiply this sum by the base and carry to the next lower place value column.

\[
\begin{array}{ccc}
8 & 6 & 3 & 4 \\
& 48 & 408 & \\
6 & 51 & 412
\end{array}
\]

Add the four and the carried product to find the decimal equivalent of 6348 to be 412.

\[
\begin{array}{ccc}
8 & 6 & 3 & 4 \\
& 48 & 408 & \\
6 & 51 & 412
\end{array}
\]

A third method of converting a number from nondecimal to decimal is by use of repeated division where the remainders indicate the decimal equivalent. The denominator is ten expressed in the nondecimal number.

EXAMPLE: Convert 6348 to decimal.

SOLUTION: Ten expressed in base eight is 12; therefore, write

\[
12/634
\]

This division is carried out in base eight.

\[
\begin{array}{c}
51 \\
12/634 \\
\hline
62 \\
14 \\
12 \\
R_1 = 2_g = 2
\end{array}
\]

The dividend is now divided by 12g.

\[
\begin{array}{c}
4 \\
12/51 \\
\hline
50 \\
R_2 = 1_g = 1
\end{array}
\]

This process is continued until a quotient of zero is obtained.

\[
\begin{array}{c}
0 \\
12/4 \\
\hline
0 \\
R_3 = 4_g = 4
\end{array}
\]

Now, if 634g = X10 then

\[
X_{10} = R_3 \ R_2 \ R_1
\]

where

\[
R_1 = 2 \\
R_2 = 1 \\
R_3 = 4
\]

Therefore

\[
X_{10} = 412
\]

The reverse of this process may be used to convert a nondecimal fraction to its decimal equivalent. For example to convert an octal fraction to its decimal equivalent multiply by 12g (1010). The integer in the product will now be the decimal equivalent \((10^{-1})\). The fractional portion of the product is now used as the multiplicand in a like manner to find the decimal equivalent \((10^{-2})\). As can be seen this process may be repeated as many times as necessary to obtain the desired number of places (or accuracy).

Convert the octal fraction .31378 to its decimal equivalent as follows:

\[
\begin{array}{ccccccccc}
.3137 & .76716 & .65014 & .22170 & .66260 \\
12 & 12 & 12 & 12 & 12 \\
62766 & 175634 & 152030 & 44360 & 154540 \\
31373 & 76716 & 65014 & 22170 & 66260 \\
3,76716 & 11,65014 & 10,22170 & 2,66260 & 10,37340 \\
3 & 9 & 8 & 2 & 8
\end{array}
\]

Thus, .31378 = .3982810
Decimal To Nondecimal

To convert a number from decimal to non-decimal the process of repeated division is used and the remainders indicate the nondecimal number. The denominator is the nondecimal base expressed in base ten and the division process is in base ten.

EXAMPLE: Convert 319 to octal; that is, if

\[ 319 = X_8, \text{ then } X_8 = ? \]

SOLUTION: Base eight expressed in decimal is 8, therefore, write

\[
\begin{array}{c|c}
39 & \\
8/319 & 79 \\
24 & 72 \\
79 & \\
72 & R_1 = 7 = 7_8 \\
\end{array}
\]

and

\[
\begin{array}{c|c}
4 & \\
8/39 & 32 \\
32 & 0 \\
\end{array}
\]

then

\[
\begin{array}{c|c}
0 & \\
8/4 & \\
4 & R_2 = 7 = 7_8 \\
0 & \\
\end{array}
\]

Therefore,

\[ X_8 = 477_8 \]

The format for the repeated division process may be simplified in cases where the actual division is simple. This is shown in the following example:

EXAMPLE: Convert 18 to binary.

SOLUTION: Carry out the repeated division indicating the remainder to the right of the division; that is,

\[
\begin{array}{c|c|c}
2/18 & 0 & \\
2/9 & 1 & \\
2/4 & 0 & \\
2/2 & 0 & \\
2/1 & 0 & \\
1 & & \\
\end{array}
\]

Now read the remainder from the bottom to the top to find the binary equivalent of the decimal number. In this case the binary number is 10010_2.

Nondecimal To Nondecimal

Three approaches to the nondecimal to nondecimal conversion will be considered at this point. One method will be through base ten and the other two methods will be direct.

When going through base ten, the polynomial form is used along with repeated division.

EXAMPLE: Convert 10110_2 to base twelve.

SOLUTION: Write (polynomial form)

\[ 10110_2 = 1(2)^4 + 0(2)^3 + 1(2)^2 + 1(2)^1 + 0(2)^0 \]

\[ = 16 + 0 + 4 + 2 + 0 \]

\[ = 22 \]

Then (repeated division),

\[
\begin{array}{c|c|c}
12/22 & 1 & \\
12/1 & 0 & \\
0 & & \\
\end{array}
\]

Therefore,

\[ 10110_2 = 1t_{12} \]

The second method of converting a nondecimal number to a nondecimal number is by division. The division is carried out by dividing
by the base wanted, performing the calculation in the base given.

**EXAMPLE:** Convert \(73_{12}\) to base eight

**SOLUTION:** The base given is twelve and the base wanted is eight. Therefore, express eight in base twelve, obtaining \(8_{12}\). We carry out the division by \(8_{12}\) in base twelve as follows:

\[
\begin{array}{c}
13t \\
\hline
8 | 773 \\
- 8 \\
\hline
73 \\
- 72 \\
\hline
1 \\
\end{array}
\]

\(R_1 = 7_{12} = 7_8\)

then

\[
\begin{array}{c}
1e \\
\hline
8 | 13t \\
- 8 \\
\hline
7t \\
- 72 \\
\hline
2 \\
\end{array}
\]

\(R_2 = 6_{12} = 6_8\)

and

\[
\begin{array}{c}
2 \\
\hline
8 | 1e \\
- 8 \\
\hline
14 \\
- 14 \\
\hline
0 \\
\end{array}
\]

\(R_3 = 7_{12} = 7_8\)

and

\[
\begin{array}{c}
0 \\
\hline
8 | 2 \\
- 8 \\
\hline
0 \\
\end{array}
\]

\(R_4 = 2_{12} = 2_8\)

then

\[
t73_{12} = R_4 \ R_3 \ R_2 \ R_1 \\
= 2767_8
\]

(SPECIAL CASES OF CONVERSION)

For certain applications there are special methods of conversion which may simplify the process and reduce the time and effort required for conversions.

The Table Method

The table method is an adaptation of the power series summation method for nondecimal to decimal conversions discussed previously. This method is especially applicable for binary to decimal and decimal to binary conversions since all that is necessary is to construct a table and plug in the values as shown in table 13-10. To use the table proceed as follows:

**Decimal to Binary**

1. Find the largest whole power of two that may be subtracted from the decimal number and place the binary character "1" underneath the decimal value of this whole power of two in the table.
2. Using the remainder, if any, from (1), again subtract the largest whole power of two possible. Place the binary character "1" underneath the decimal value of this whole power of two in the table.
3. Continue until the remainder is zero. Under every decimal value which does not have the binary character "1," place the binary character "0."
4. Rounding-off of fractions is necessary where exact conversions into binary are either not possible or necessary.
Table 13-10.—Table Method Of Conversion

<table>
<thead>
<tr>
<th>POWERS OF TWO</th>
<th>$2^9$</th>
<th>$2^8$</th>
<th>$2^7$</th>
<th>$2^6$</th>
<th>$2^5$</th>
<th>$2^4$</th>
<th>$2^3$</th>
<th>$2^2$</th>
<th>$2^1$</th>
<th>$2^0$</th>
<th>$2^{-1}$</th>
<th>$2^{-2}$</th>
<th>$2^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DECIMAL EQUIVALENT</td>
<td>512</td>
<td>256</td>
<td>128</td>
<td>64</td>
<td>32</td>
<td>16</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td>0.25</td>
<td>0.125</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BINARY NUMBER</th>
</tr>
</thead>
</table>

NOTE: TABLE MAY BE EXPANDED TO INCLUDE AS MANY POWERS OF TWO AS NECESSARY BOTH POSITIVE AND NEGATIVE.

EXAMPLE: Convert $75_{10}$ to binary.

SOLUTION:

Step #1 It is found that 64 is the largest power of two which may be subtracted from 75, therefore, the binary digit “1” is entered in the table under 64.

Step #2 The subtraction is now made leaving 11 and the largest power of two which may be subtracted from 11 is 8, therefore the binary digit “1” is entered in the table under 8.

Step #3 The subtraction is now made leaving 3 and the largest power of two which may be subtracted from 3 is 2, therefore the binary digit “1” is entered in the table under 2.

Step #4 The subtraction is now made leaving 1 and the largest power of two which may be subtracted is 1, thus the binary digit “1” is entered under 1 in the table. No further subtractions are necessary since the result of the next subtraction will be 0.

Step #5 All other spaces in the table are now filled with zeros and as can be seen $75_{10}$ is equal to or the equivalent of $1001011_2$.

Binary to Decimal

1. Enter the binary number into the table.
2. Make a summation of the decimal equivalents under which a binary digit “1” falls.

EXAMPLE: Convert $10010112$ to decimal.

SOLUTION:

$$
egin{align*}
1 \times 2^6 &= 64 \\
0 \times 2^5 &= 0 \\
0 \times 2^4 &= 0 \\
1 \times 2^3 &= 8 \\
0 \times 2^2 &= 0 \\
1 \times 2^1 &= 2 \\
1 \times 2^0 &= 1
\end{align*}
$$

$$
\begin{align*}
\frac{75}{10} 
\end{align*}
$$

Thus $10010112 = 75_{10}$

Direct Conversion—Binary to Octal and Octal to Binary

As was previously mentioned eight is an integral power of two ($2^3 = 8$), thus

- $000_2 = 08$
- $001_2 = 18$
- $010_2 = 28$
- $011_2 = 38$
- $100_2 = 48$
- $101_2 = 58$
- $110_2 = 68$
- $111_2 = 78$

It should be obvious now, that all that is necessary to convert from binary to octal is to divide the binary number into groups of three starting at the binary point and working in either direction, then assign each group its octal equivalent. Conversely, to convert from octal to binary, all that is necessary is to assign each digit in the octal number its binary equivalent. In either case
the order of the original number must be main­
tained.

EXAMPLE: Convert 1011010110₂ to octal.

SOLUTION:

<table>
<thead>
<tr>
<th>Binary Number</th>
<th>Octal Equiv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>010 111 010 11₀₂</td>
<td>2 7 2 6₈</td>
</tr>
</tbody>
</table>

Thus 1011010110₂ = 2726₈

EXAMPLE: Convert 1564₈ to binary.

SOLUTION:

<table>
<thead>
<tr>
<th>Octal Number</th>
<th>Binary Equiv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 5 6 4₈</td>
<td>001 101 110 100₂</td>
</tr>
</tbody>
</table>

Thus 1564₈ = 1101110100₂

NOTE: When converting, if there is an un­
finished group at the beginning of a binary num­
ber, the blank spaces may be filled in with zeros.

Decimal to Binary

Coded Decimal

Although the Binary Coded Decimal (BCD) is
not truly a number system, we will discuss this
code because it is computer related as are cer­
tain number systems.

This code, sometimes called the 8421 code,
makes use of groups of binary symbols to rep­
resent a decimal number. In the decimal sys­
tem there are only ten symbols; therefore, only
ten groups of binary bits (symbols) must be re­
membered. Each decimal digit is represented by a
group of four binary bits. The ten groups to
remember are as follows:

<table>
<thead>
<tr>
<th>Decimal Symbol</th>
<th>Binary Coded Decimal (BCD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
</tr>
<tr>
<td>1</td>
<td>0001</td>
</tr>
<tr>
<td>2</td>
<td>0010</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
</tr>
<tr>
<td>4</td>
<td>0100</td>
</tr>
<tr>
<td>5</td>
<td>0101</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
</tr>
<tr>
<td>7</td>
<td>0111</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
</tr>
</tbody>
</table>

Thus, to convert a decimal number into a binary
coded decimal number the appropriate binary
group from the above listing is substituted for
each decimal symbol in the number as follows:

(1) Decimal 3 8 1
  BCD 0011 1000 0001

(2) Decimal 7 2 0 3
  BCD 0111 0010 0000 0011

(3) Decimal 4 2
  BCD 0100 0010

The separation of the BCD groups is shown for ease of reading and does not necessarily need to be written as shown. The number 381 could be written as 0011100000001. One advantage of the BCD over true binary is ease of determining the decimal value. This is shown as follows:

<table>
<thead>
<tr>
<th>Decimal</th>
<th>BCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0011 0100</td>
</tr>
</tbody>
</table>

The number 934 in true binary is 1110100110₂.

This in polynomial form is

\[ 1(2)^9 + 1(2)^8 + 1(2)^7 + 0(2)^6 + 1(2)^5 + 0(2)^4 + 0(2)^3 + 1(2)^2 + 1(2)^1 + 0(2)^0 = 512 \times 256 + 128 + 0 + 32 + 0 + 0 + 4 + 2 + 0 = 934 \]

To convert a BCD to decimal we separate the binary bits into groups of four, working from the right, and then write the decimal digit re­
presented by each group. Thus,

<table>
<thead>
<tr>
<th>BCD</th>
<th>= BCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>010010011000</td>
<td>0100 1001 1001 1000</td>
</tr>
</tbody>
</table>

= Decimal 4 9 9 8 = 4998

One serious disadvantage of the BCD is that
this code cannot provide a "decimal" carry. The
following examples are given to show this.

EXAMPLE: Add the following:

<table>
<thead>
<tr>
<th>Decimal</th>
<th>BCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0101</td>
</tr>
<tr>
<td>+ 3</td>
<td>+ 0011</td>
</tr>
<tr>
<td>8</td>
<td>= 1000</td>
</tr>
</tbody>
</table>

Notice that the example does not have a carry
in the decimal addition and the answer in BCD is
equal to the answer in decimal. The BCD is in
correct notation and does exist.
EXAMPLE: Add the following:

<table>
<thead>
<tr>
<th>Decimal</th>
<th>BCD</th>
<th>Excess Three</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>+ 5</td>
<td>+ 0101</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>1101</td>
</tr>
</tbody>
</table>

Notice that the BCD symbol is the true binary representation of 13 but 1101 does not exist in BCD. The correct BCD answer for 13 is 0001 0011. When a carry is made in decimal the BCD system cannot indicate the correct answer in BCD form.

Excess Three Code

The excess three code is used to eliminate the inability of the decimal carry. It is really a modification of the BCD so that a carry can be made.

To change a BCD symbol to excess three add three to the BCD; that is,

BCD  1000
+ 0011
excess three 1011

The excess three number 1011 is 8 in decimal. The following shows the correspondence between decimal, BCD, and excess three code.

<table>
<thead>
<tr>
<th>Decimal</th>
<th>BCD</th>
<th>Excess Three</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0011</td>
</tr>
<tr>
<td>1</td>
<td>0001</td>
<td>0100</td>
</tr>
<tr>
<td>2</td>
<td>0010</td>
<td>0101</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
<td>0110</td>
</tr>
<tr>
<td>4</td>
<td>0100</td>
<td>0111</td>
</tr>
<tr>
<td>5</td>
<td>0101</td>
<td>1000</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
<td>1001</td>
</tr>
<tr>
<td>7</td>
<td>0111</td>
<td>1010</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>1011</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
<td>1100</td>
</tr>
</tbody>
</table>

As previously stated, the excess three code will provide the capability of the decimal carry. The following is given for explanation.

EXAMPLE: Add 6 and 3 in excess three.

SOLUTION: Write

\[
\begin{align*}
6 & = 0011 0011 1001 \\
+3 & = 0011 0011 0110 \\
\hline
9 & = 0011 0011 1110 \quad \text{(excess six)}
\end{align*}
\]

Notice that in the right-hand groups the six and three are given. In the other groups a zero (0011) is indicated.

Then,

\[
\begin{align*}
0011 & 0011 1001 \quad \text{(excess three)} \\
+ 0011 & 0011 0110 \quad \text{(excess three)} \\
0110 & 0110 1111 \quad \text{(excess six)}
\end{align*}
\]

Our answer is in excess six; therefore, we must subtract three from each group in order to return our answer to excess three; that is,

\[
\begin{align*}
0110 & 0110 1111 \quad \text{(excess three)} \\
-0011 & 0011 0011 \\
0011 & 0011 1100 \quad \text{(excess three)} \\
00 & 0 & 9 \quad \text{in decimal}
\end{align*}
\]

When a carry is developed in any group, the following procedure is used.

EXAMPLE: Add 9 and 3 in excess three.

SOLUTION: Write

\[
\begin{align*}
9 & = 0011 0011 1100 \quad \text{(excess three)} \\
+3 & = 0011 0011 0110 \quad \text{(excess three)} \\
\hline
12 & = 0110 0111 0010 \quad \text{(excess six)}
\end{align*}
\]

NOTE: Since the right-hand group created a carry, as shown, three must be ADDED instead of subtracted in order to place this group into excess three. The other groups follow the previous example; that is,

\[
\begin{align*}
0110 & 0111 0010 \quad \text{(excess six)} \\
-0011 & -0011 +0011 \\
0011 & 0100 0101 \quad \text{(excess three)} \\
0 & 1 & 2 \quad \text{decimal}
\end{align*}
\]

COMPLEMENT ARITHMETIC

A computer is usually designed to perform its arithmetic operations using either addition (only)
or subtraction (only). Thus in a given computer all computations are performed by adding. In another machine all operations are performed by subtracting. This is possible since algebraically:

\[ a + b = s \]  \hspace{1cm} \text{eq #1}

and  \[ a + (-b) = d \]  \hspace{1cm} \text{eq #2}

In equation #1, \( b \) is a positive quantity and \( a + b \) equals \( s \) (the sum). In equation #2, \( b \) is a negative quantity, and, when added, \( d \) represents the difference, or \( a - b \). This procedure can be used in the computer only after a method is found for identifying and manipulating both positive and negative numbers; a process usually accomplished by using complement arithmetic.

An arithmetical complement is defined as the difference between a number and the power of the base next in series. Thus in base ten:

2 is the complement of 8;  
\((10 - 8 = 2)\)

26 is the complement of 74; 
\((100 - 74 = 26)\)

744 is the complement of 256; 
\((1000 - 256 = 744)\)

Referring back to the definition, it is seen that complement arithmetic is not limited to base ten. Thus in base eight:

2 is the complement of 6;  
\((10 - 6 = 2)\)

4 is the complement of 74; 
\((100 - 74 = 4)\)

522 is the complement of 256; 
\((1000 - 256 = 522)\)

The relationship between any number and its complement in any base is then redefined by the following equation.

\[ C = B^D - n \]  \hspace{1cm} \text{eq #3}

Where:  
\( n \) = any number  
\( D \) = the number of digits in the number  
\( C \) = the complement  
\( B \) = the base of the system being used.

Observe here that the complement is preceded in each case by the highest digit in the base used. If all numbers which are not complements are preceded by 0, the identification of complemented numbers is solved. This removes the possible ambiguity which might develop in interpreting a positive 9210 and complement of 810. Before considering some of the finer aspects of this system as applied in the binary computer we shall work several problems using present developments and base ten arithmetic.

R's (Radix) Complement Arithmetic

It may now be stipulated without further proof that the complement of a number represents the negative value of that number. Thus, to perform a subtraction it is only necessary to complement the subtrahend and continue as in normal addition. If at any time a resultant is a negative number this will be indicated by the appearance of the complement form in the answer. Further, the complement of a complement is the original number.

Let \( a = 047 \) and \( a' = 953 \) (read the complement of \( a = 953 \)) \( B = 023 \) and \( b' = 977 \). There are
eight possible combinations of a and b which can occur, these are:

\[ a \pm (+b); a \pm (-b); -a \pm (+b); -a \pm (-b) \]

Substituting the given values for a and b into each case we have the following:

1) \( a + (+b) \)
2) \( a - (+b) \)
3) \( a + (-b) \)
4) \( a - (-b) \)
5) \(-a + (+b)\)
6) \(-a - (+b)\)
7) \(-a + (-b)\)
8) \(-a - (-b)\)

This representation is slightly awkward, but may be converted to the more conveniently handled octal form by grouping, giving:

\[ 5 \quad 00005 \]
\[ 4 \quad 00004 \]
\[ 3 \quad 00003 \]
\[ 2 \quad 00002 \]
\[ 1 \quad 00001 \]
\[ 0 \quad 00000 \]
\[-1 \quad 77777 \]
\[-2 \quad 77776 \]
\[-3 \quad 77775 \]
\[-4 \quad 77774 \]
\[-5 \quad 77773 \]

Here each complement is developed by subtracting the absolute value of the number from 215.

Remembering that the only way to determine whether or not a number is positive or negative is by evaluating the most significant digit. We see that values from 00000 through 37777 (011 111 111 111) are positive and values from 40000 (100 000 000 000 000) through 77777 are negative (−40000 through −00001). However, since complementing a negative number gives a positive number, an undefined point exists, for complementing 40000 yields 40000, and the same number cannot be both positive and negative. Thus our negative numbers are in fact limited to values from 40001 through 77777 (−37777 through −00001).

Now consider some sample problems.

1. \((+5) + (-4) = 1\)  
   00005
   00001

   Once again this overflow is dropped

2. \((-6) + (-6) = -14\)  
   \[ 77772 \quad 77766 \]

3. \((-12) - (-6) = -4\)
   \[ 77772 \quad 00006 \]
   \[ 77774 = -14 \quad 77774 = -4 \]

4. \((32000) + (32000) = 64000\)
   \[ 32000 \]
   \[ 32000 \]
   \[ 64000 \]

   Complementing

   \[ 100000 - 64000 = -14000 \]

   Once again it is emphasized that the largest possible positive number the machine can contain as the result of a computation is 37777. This problem would have to be scaled (examined to determine if the result will produce an overflow) prior to entering it into the machine.
5. \((-37775) + (-37774) = -77771\)

Here again is an erroneous Sum. The one is dropped and it appears that the sum is a positive seven. Once again the limitations of the machine have been exceeded since the largest negative number that it can properly define is 40001 (-37777). The solution is found in proper scaling of the factors.

The important facts about the R’s complement arithmetic method to be reemphasized are:

a. The complement is indicated by the presence of the highest digit of the base being used in the most significant digit’s position.

b. A positive number is indicated by the presence of a zero in the most significant digit’s position.

c. The transition through zero is smooth, i.e., 00002; 00001; 00000; 77777; 77776.

d. A point of ambiguity exists at 40000 (in this case). This limits the magnitude of positive numbers to 37777 and negative numbers to -37777.

e. An erroneous result or an erroneous indication will be obtained if the sum of the factors exceed the limitations of the machine. The reader is encouraged to redo the problems above in pure binary form.

R’s - 1 Complement Arithmetic

Heretofore we have considered what is most commonly termed radix complement arithmetic. In this method, the complement is formed by subtracting the number from a complete power of the base. Thus it is customarily abbreviated as R’s complement. Another form of complement arithmetic, the R’s -1 complement, is found to be uniquely convenient in binary arithmetic. (A comparison of the two systems is left until later in the discussion.) The R’s -1 complement of a number may be obtained simply by subtracting one from the complement obtained by the previous method.

The following comparisons are made:

<table>
<thead>
<tr>
<th>Number</th>
<th>R’s Complement</th>
<th>R’s - 1 Complement</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>00005</td>
<td>00005</td>
</tr>
<tr>
<td>4</td>
<td>00004</td>
<td>00004</td>
</tr>
<tr>
<td>3</td>
<td>00003</td>
<td>00003</td>
</tr>
<tr>
<td>2</td>
<td>00002</td>
<td>00002</td>
</tr>
<tr>
<td>1</td>
<td>00001</td>
<td>00001</td>
</tr>
<tr>
<td>0</td>
<td>00000</td>
<td>00000</td>
</tr>
<tr>
<td>-1</td>
<td>undefined</td>
<td>77777</td>
</tr>
<tr>
<td>-2</td>
<td>77776</td>
<td>77775</td>
</tr>
<tr>
<td>-3</td>
<td>77775</td>
<td>77774</td>
</tr>
<tr>
<td>-4</td>
<td>77774</td>
<td>77773</td>
</tr>
<tr>
<td>-5</td>
<td>77773</td>
<td>77772</td>
</tr>
</tbody>
</table>

The salient point here is the transition from positive numbers to negative numbers through zero. Note that when using R’s -1 complement arithmetic there exists a positive and a negative zero. Now however, if the largest positive number is permitted to be 37777, the complement of this is 40000. Thus the previous point of ambiguity no longer exists at 40000. Once again the absolute value of the largest possible number that the machine can contain is 37777.

Consider some problems using R’s -1 complement arithmetic.

1. \((+5) - (+4) = 1\)

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
5 & 00005 \\
4 & 77777 \\
1 & 00000 \\
\end{array}
\]

(Here an important difference in the two systems is demonstrated. In the R’s complement system an overflow exceeding the limits of the machine had no significance and was dropped; the adder was said to be open ended. However, in R’s -1 complement arithmetic, as is seen from the example, the overflow is of significance and must be added to the least significant digit of what might be termed our partial sum. Thus, an R’s -1 complement adder is referred to as having end-around-carry.)

2. \((-6) + (-6) = -14\)

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]

\[
\begin{array}{c|c}
\text{Number} & \text{R’s - 1 Complement} \\
\hline
-6 & 77771 \\
-6 & 77771 \\
1 & 77762 \\
\end{array}
\]
3. \((32000) + (32000) = 64000\)

\[
\begin{align*}
32000 \\
32000 \\
64000 = \text{-13777}
\end{align*}
\]

This is the same example that was used with the R's complement method. The capacity of the machine has been exceeded and overflowed into the sign bit yields what appears to be a negative result.

4. \((-37775) + (-37774) = \text{-77771}\)

\[
\begin{align*}
40002 \\
40003 \\
00005 \\
00006
\end{align*}
\]

Here is another example of exceeding the negative capacity of the machine. This also produces an erroneous answer.

5. \((+5) - (+5) = 0\)

\[
\begin{align*}
00005 \\
00000 \\
77772 \\
77777 = \text{-0} \\
00000 = +0
\end{align*}
\]

6. \((+0) + (+0) = +0\)

\[
\begin{align*}
77777 \\
77777 \\
00001 \\
00000 - +0
\end{align*}
\]

7. \((-0) + (-0)\) no equivalent in traditional arithmetic

\[
\begin{align*}
77777 \\
77777 \\
00001 \\
00000 - +0
\end{align*}
\]

8. \((-0) + (+0)\) no equivalent in traditional arithmetic

\[
\begin{align*}
77777 \\
00000 \\
77777 = \text{-0}
\end{align*}
\]

Examples 5 through 8 demonstrate the conditions resulting in a zero answer. It should be observed that only in the addition of a positive zero and a positive zero is the sum a positive zero. It is of importance for the student to realize that using either a positive or negative zero in a calculation will not affect the validity of the result. This may be readily demonstrated by working a few problems, and is left to the student for proof.

The salient facts about R's -1 complement arithmetic to be remembered are:

a. A zero in the most significant digit's position indicates a positive number.

b. The transition from positive numbers to negative numbers through zero is not smooth. Zero is represented by 00000 which is termed a positive zero, and by 77777 which is termed a negative zero.

c. Use of either value for zero does not invalidate the result.

d. A zero in the most significant digit's position indicates a positive number.

e. An erroneous resultant is once again obtained if the sum of the factors exceed the limitations of the machine.

f. End-around-carry is a necessity when using R's -1 complement arithmetic. Overflow into bit position 215 (which does not physically exist in the machine) is brought around and added to the least significant digit's position.

The time has now arrived when a few comments upon the relative merits of the two systems are in order.

The main advantage of the R's complement system is found in its smooth transition through zero. However, certain difficulties are encountered in designing the circuitry necessary for complementing. While these will not be elaborated on at this time, they generally limit the use of R's complement arithmetic to counter-type applications. In counter-type applications there is no interest in negative resultants; further, all compliments will normally be entered by the operator or as a fixed function of the machine. The great simplicity in developing the complement in the R's -1 system makes this the most frequently used in the arithmetic section of computers. To demonstrate this, consider the binary equivalent of 35452 and its complement in each system.

R's complement
\[
\begin{align*}
011 & 101 & 100 & 101 & 010 \\
100 & 010 & 011 & 010 & 110 = 42326
\end{align*}
\]

R's -1 complement
\[
\begin{align*}
011 & 101 & 100 & 101 & 010 \\
100 & 010 & 011 & 010 & 101 = 42325
\end{align*}
\]

Here it is observed that each binary digit is reversed or complemented in the R's -1 system, whereas the reversal in the R's complement system occurs only after the least significant digit, which is a one. Note that in forming the R's complement above that the first complemented digit occurs in the 2^1 bit position, and 2^1 is the first bit position containing a one.

For some applications the frequent occurrence of a negative zero in R's -1 arithmetic may be objectionable. (We may even say the normal occurrence of a negative zero, since the only
time a positive zero occurs is the result of summing two positive zeros.)

Several methods have been developed to overcome this limitation. One of these is to detect for the occurrence of the negative zero and under its stimulus generate a false carry which will complement the negative zero. Thus:

\[
\begin{array}{cccccc}
101 & 010 & 111 & 100 & 011 & = 52743 \\
010 & 101 & 001 & 111 & 100 & = 25034 \\
111 & 111 & 000 & 011 & 111 & = 77777 \\
\end{array}
\]

false carry \[\begin{array}{c}
1 \\
\end{array}\]

\[\begin{array}{cccccccc}
000 & 000 & 000 & 000 & 000 & 1 & 00000 \\
\end{array}\]

In this particular instance the further carry produced by summing with the false carry is disregarded. This method will not be explored any further at this time since a true appreciation of the system requires a more complete knowledge of mechanization techniques.

Nines Complement

A further advantage of the excess three code is the ease with which the nines complement of a number indicated in excess three may be found. That is, the nines complement of seven, indicated in excess three as 1010, is found by inverting each digit in 1010 to read 0101. This 0101, in excess three represents decimal two which is the nines complement of seven.

The following shows the nines complement of the decimal digits.

<table>
<thead>
<tr>
<th>Decimal</th>
<th>Excess Three</th>
<th>Excess Three Nines Complement</th>
<th>Decimal Nines Complement</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0011</td>
<td>1100</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>0100</td>
<td>1011</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>0101</td>
<td>1010</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>0110</td>
<td>1001</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>0111</td>
<td>1000</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>0111</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>1001</td>
<td>0110</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>1010</td>
<td>0101</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1011</td>
<td>0100</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1100</td>
<td>0011</td>
<td>0</td>
</tr>
</tbody>
</table>

Subtractive Adders

The other method for circumventing the production of negative zeros is through the use of a subtractive adder, i.e., an arithmetic unit which can only subtract. Just as it is possible to subtract using a unit capable only of addition so is it possible to add while limited to the process of subtraction. This is clearly demonstrated through the use of the following equation:

\[ a + b = a - (-b) \]

There is only one new concept to consider when using a subtractive adder, and that is end-around-borrow. This is demonstrated by the next problem.

\[
(00047) + (00023) = 00072
\]

\[\begin{array}{cccccccc}
1 & 00047 \\
77754 & 00073 \\
00072 \\
\end{array}\]

This is a demonstration of end-around-borrow. Note that one is subtracted from the difference and added in the most significant digit's position of the minuend whenever the subtrahend is greater than the minuend. It is to be appreciated naturally that the actual circuitry using this technique does not step through the problem in precisely the manner indicated above. The important thing is that the above example can faithfully represent the action of the machine.

It now remains to consider the resultants obtained with problems which will produce a zero difference.

1. \((00054) - (00054) = 0\)
2. \((-0) - (-0) = 0\)
3. \(0 - (-0) = 0\)
4. \((-0) - (+0) = -0\)

Here note that the only way a negative zero is obtained is by performing the operation indicated in step four. Thus to ensure the normal appearance of a positive zero it is only necessary to use a subtractive adder. All other previously developed rules as applied to R's -1 arithmetic still apply.

As important remainders:

a. The absolute value of a number cannot exceed \(37777\ldots7\).

b. Addition of two or more factors which exceed this limit will give either an erroneous answer or one that is interpreted erroneously.

c. All positive numbers will enter the machine preceded by a most significant digit of zero; all
negative numbers will enter the machine in complement form.

d. Whereas, with the additive adder a subtract instruction caused the addend to be complemented it is shown that in the subtractive adder an add command will cause the subtrahend to be complemented.

e. Using R's – 1 arithmetic an end-around-borrow must be performed whenever the subtrahend is greater than the minuend.

f. The end-around-borrow is eliminated using R's complement arithmetic and a subtractive adder, however, the problem of mechanizing to form the complement is a limitation which precludes the use of this form.

BOOLEAN ALGEBRA

The father of Boolean algebra was the English logician and mathematician George Boole (1815-1864). In the spring of 1847 he wrote a pamphlet entitled "A Mathematical Analysis of Logic." Later (1854), he wrote a more exhaustive treatise on this subject which was entitled "An Investigation of the Laws of Thought." It is this later work which forms the basis for our present day mathematical theories used for the analysis of logical processes.

Although conceived in the 18th century, little practical application was found for Boolean algebra until 1938 when it was found that Boolean algebra could be adapted for the analysis of telephone relay and switching circuits. Since that time, the extent of its use has expanded rapidly, roughly paralleling the development and use of more complex switching circuits such as found in present day automatic telephone dialing systems and digital computers. Thus Boolean algebra has become an important subject which must be learned, if the operation of digital computers and other devices using complex switching circuits is to be understood.

This section discusses the basic symbols, laws, axioms, and theories of Boolean algebra in sufficient detail to enable you to analyze and simplify Boolean equations. While equations with more than four variables are not covered in this text, the information given here will aid you in the analysis and simplification of such operations.

CLASSES AND ELEMENTS

In our universe, it is logical to visualize two divisions; all things of interest in a discussion are in one division and all things which are not of interest in the discussion are in the other division. These two divisions comprise a set or class which is designated the UNIVERSAL CLASS, and all things contained in the universal class are called ELEMENTS. One may also visualize another set or class; this class contains no elements and has been designated the NULL CLASS.

In a particular discussion certain elements of the universal class may be grouped together to form combinations which are known as classes. However, these classes are actually subclasses of the universal class and thus should not be confused with the universal class or the null class. Each subclass of the universal class is dependent on its elements and the possible states (stable, unstable, or both) that these elements may take.

Boolean algebra is limited to the use of elements which have only two possible states, both of which are stable. These states are usually designated TRUE (1) or FALSE (0). Thus, to determine the number of classes or combinations of elements in Boolean algebra, we solve for the numerical value of \(2^n\) where \(n\) equals the number of elements. If we have two elements (each element has two possible states) then we have \(2^2\) or 2 possible classes. If the elements are designated A and B, then A may be true or false and B may be true or false. Using the connective word "and" the classes which could be formed are as follows:

- A true and B false
- A true and B true
- A false and B true
- A false and B false

However, if the connective work "or" is used then four additional classes are formed. The differences between the two class, groups, or forms are discussed below.

Venn Diagrams

Since the Venn diagram is a topographical picture of logic, composed of the universal class divided into classes depending on the \(n\) number of elements, Venn diagrams may be used to illustrate Boolean logic as follows:

Consider the universal class as containing submarines and atomic powered sound sources. Let A equal submarines and B equal atomic powered sound sources. Therefore, we have four classes which are:

(1) Submarines and not atomic
(2) Submarines and atomic
(3) Atomic and not submarines
(4) Not submarines and not atomic
These four classes are called MINTERMS since they represent the four minimum classes of elements. The opposite of the minterms are the MAXTERMS which are stated as follows:

1. Atomic or not submarines
2. Not submarines or not atomic
3. Submarines or not atomic
4. Submarines or atomic

The various relationships which may exist are represented by the Venn diagrams (fig. 13-3).

CONNECTIVES AND VARIABLES

Before proceeding it will be necessary to identify and define the symbology used in Boolean algebra. As may be seen, most of these symbols are common to other branches of mathematics, however in Boolean algebra they may have a slightly different meaning or application.

The equal sign, just as in conventional mathematics, represents a relationship of equivalence between the expressions so connected.

The dot or small x indicates the logical product, or conjunction of the terms so connected. The operation is also frequently indicated with no symbol used, i.e., \( A \cdot B = A \times B = AB \). Most generally referred to as the AND operation, the terms so related are said to be "ANDed."

The plus sign indicates the logical sum operation, a disjunction of the terms so connected. Usually called the OR operation and the terms so connected are said to be ORed.

The vinculum serves a dual purpose. It is at the same time a symbol of grouping and of operation. As a sign of operation it indicates that the term(s) so overlined are to be complemented. As a symbol of grouping it collects all terms to be complemented together. Terms so overlined are often said to be NEGATED, the process of taking the complement is then called NEGATION.

These familiar signs of grouping are used in the customary fashion to indicate that all terms so contained are to be treated as a unit.

A, B, etc. Various letters are used to represent the variables under consideration, generally starting with A. Since the variables are capable of being in only one of two states the numerals 0 and 1 are the only numbers used in a Boolean expression.

APPLICATIONS TO SWITCHING CIRCUITS

Since Boolean algebra is based upon elements having two possible stable states, it becomes very useful for analyzing switching circuits. The reason for this is that a switching circuit can be in only one of two possible states. That is, it is either open or it is closed. We may represent these two states as 0 and 1, respectively. The basic switching operations are discussed below, all other switching operations (even the most complex) are merely combinations of these basic operations.

The And Operation

Let us consider the Venn diagram in figure 13-4A. Its classes are labeled using the basic expressions of Boolean algebra. Note that there are two elements, or variables, A and B. The shaded area represents the class of elements that are \( A \cdot B \) in Boolean notation and is expressed as:

\[ f(A,B) = A \cdot B \]

The other three classes are also indicated in figure 13-4A. This expression is called an AND operation because it represents one of the four minterms previously discussed. Recall that AND indicates class intersection and both A and B must be considered simultaneously.

We can conclude then that a minterm of \( n \) variables is a logical product of these \( n \) variables with each variable present in either its noncomplemented or its complemented form, and is considered an AND operation.

For any Boolean function there is a corresponding truth table which shows, in tabular form, the true conditions of the function for each way in which conditions can be assigned its variables. In Boolean algebra, 0 and 1 are the symbols assigned to the variables of any function. Figure 13-4B shows the AND operation function of two variables and its corresponding truth table.
Figure 13-3.— The Venn diagram.
This function can be seen to be true if one thinks of the logic involved: \( AB \) is equal to \( A \) and \( B \) which is the function \( f(A,B) \). Thus, if either \( A \) or \( B \) takes the condition of 0, or both take this condition, then the functions \( f(A,B) \) equals \( AB \) is equal to 0. But if both \( A \) and \( B \) take the condition of 1 then the AND operation function has the condition of 1.

Figure 13-4C shows a switching circuit for the function \( f(A,B) \) equals \( AB \) in that there will be an output only if both \( A \) and \( B \) are closed. An output in this case equals 1. If either switch is open, 0 condition, then there will be no output or 0.

In any digital equipment, there will be many circuits like the one shown, in figure 13-4C. In order to analyze circuit operation, it is necessary to refer frequently to these circuits without looking at their switch arrangements. This is done by logic diagram mechanization as shown in figure 13-4D. This indicates that there are two inputs, \( A \) and \( B \), into an AND operation circuit producing the function in Boolean algebra form of \( AB \). These diagrams simplify equipment circuit diagrams by indicating operations without drawing all the circuit details.

It should be understood that while the previous discussion concerning the AND operation dealt with only two variables that any number of variables will fit the discussion. For example, in figure 13-5 three variables are shown along with their Venn diagram, truth table, switching circuit, and logic diagram mechanization.

The OR Operation

Consider the Venn diagram in figure 13-6A; note that there are two elements, or variables, \( A \) and \( B \). The shaded area represents the class of elements that are \( A + B \) in Boolean notation and is expressed in Boolean algebra as:

\[
f(A,B) = A + B
\]

This expression is called an OR operation for it represents one of the four maxterms previously discussed. Recall that OR indicates class union, and either \( A \) or \( B \) or both must be considered.
Figure 13-5. – The AND operation (three variables).

Figure 13-6. – The OR operation.
The conclusion is that a maxterm of \( n \) variables is a logical sum of these \( n \) variables where each variable is present in either its noncomplemented or its complemented form.

In figure 13-6B the truth table of an OR operation is shown. This truth table can be seen to be true if one thinks of \( A + B \) being equal to \( A \) or \( B \) which is the function \( f(A,B) \). Thus if \( A \) or \( B \) takes the value 1, then \( f(A,B) \) must equal 1. If not, then the function equals zero.

Figure 13-6C shows a switching circuit for the OR operation which is two or more switches in parallel. It is apparent that the circuit will transmit if either \( A \) or \( B \) is in a closed position; that is, equal to 1. If, and only if, both \( A \) and \( B \) are open, equal to 0, the circuit will not transmit.

The logic diagram for the OR operation is given in figure 13-6D. This means that there are two inputs, \( A \) and \( B \), into an OR operation circuit producing the function in Boolean form of \( A + B \). Note the difference in the diagram from that of figure 13-4D.

As in the discussion of the AND operation the OR operation may also be used with more than two inputs. Figure 13-7 shows the OR operation with three inputs.

The Not Operation

The shaded area in figure 13-8A represents the complement of \( A \) which in Boolean algebra is \( \overline{A} \) and read as "NOT A." The expression \( f(A) \) equals \( \overline{A} \) is called a NOT operation. The truth table for the NOT operation (fig. 13-8B) is explained by the NOT switching circuit. The requirement of a NOT circuit is that a signal injected at the input produce the complement of this signal at the output. Thus, in figure 13-8C it can be seen that when switch \( A \) is closed, that is, equal to 1, the relay opens the circuit to the load. When switch \( A \) is open, that is, equal to 0, the relay completes a closed circuit to the load. The logic diagram for the NOT operation is given in figure 13-8D. This means that \( A \) is the input to a
NOT operation circuit and gives an output of $\overline{A}$. The NOT operation may be applied to any operation circuit such as AND or OR. This is discussed in the following section.

The NOR Operation

The shaded area in figure 13-9A represents the quantity, $A$ OR $B$, negated. This figure represents the minterm expression $A + B$; that is, $A$ OR $B$ negated is $\overline{A}$ OR $\overline{B}$ and by application of DeMorgan's theorem (to be discussed later) is equal to $\overline{A + B}$.

The truth table for the NOR operation is shown in figure 13-9B. The table shows that if either $A$ or $B$ is equal to 1, then $f(A,B)$ is equal to 0. Furthermore, if $A$ and $B$ equal 0, then $f(A,B)$ equals 1.

The NOR operation is a combination of the OR operation and the NOT operation. The NOR switching circuit in figure 13-9C is the OR circuit placed in series with the NOT circuit. If either switch $A$, switch $B$, or both are in the closed position, equal to 1, then there is no transmission to the load. If both switches $A$ and $B$ are open, equal to 0, then current is transmitted to the load.

The logic diagram mechanization of $f(A,B)$ equals $\overline{A + B}$ (NOR operation) is shown in figure 13-9D. It uses both the OR logic diagrams and the NOT logic diagrams. The NOR logic diagram mechanization shows there are two inputs, $A$ and $B$, into an OR circuit producing the function in Boolean form of $A + B$. This function is the input to the NOT (inverter) which gives the output, in Boolean form, of $A + B$. Note that the whole quantity of $A + B$ is complemented and not the separate variables.

The NAND Operation

The shaded area in figure 13-10A represents the quantity $A$ AND $B$ negated (NOT), and is a maxterm expression. Notice that $\overline{A+B}$ is equal to the maxterm expression $\overline{A + B}$.
The truth table is shown for the NAND operation in figure 13-10B. When A and B equal 1, then f(A,B) is equal to 0. In all other cases, the function is equal to 1.

The NAND operation is a combination of the AND operation and the NOT operation. The NAND switching circuit is shown in figure 13-10C. Note that the AND circuit is in series with the NOT circuit. If either switch A or B is open, equal to 0, then current is transmitted to the load. If both switches A and B are closed, equal to 1, then there is no transmission to the load.

The logic diagram mechanization of f(A,B) equals AB (NAND operation) is shown in figure 13-10D. The AND operation logic diagram and the NOT logic diagram mechanization show that there are two inputs, A and B, into the AND circuit producing the function in Boolean form of AB. This function is the input to the NOT circuit which gives the output, in Boolean form, of AB. Note that the entire quantity AB is complemented and not the separate variables.

NOTE: The logic diagrams in figures 13-9 and 13-10 do not conform to the American Standard Logic Symbology (MIL-STD). They were drawn in this fashion merely to illustrate a point in the text, normally they will be drawn as shown in figure 13-11.
Exclusive OR Operation

The exclusive OR operation is actually a special application of the OR operation discussed previously. In this operation either A or B must be true in order for the function to be true, however, if both are true at the same time the function will be false.

As can be seen by the Venn diagram (fig. 13-12A) this operation must be assigned a special class since it does not conform to any of the min-term or maxterm classes previously discussed.

In the mechanization of this operation (fig. 13-12C) the switches are mechanically linked together so that one or the other, but not both, may be closed at a time. The truth table for this operation is shown in figure 13-12B and the logic symbol in figure 13-12D.
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FUNDAMENTAL LAWS AND AXIOMS OF BOOLEAN ALGEBRA

This section lists the fundamental laws and axioms of Boolean algebra which should be memorized since they may be used to simplify Boolean expressions. While these laws and axioms may be used to simplify any Boolean expression, it is difficult to determine when the expression is in its simplest form. To overcome this difficulty, other methods of simplification have been devised and will be discussed later.

The laws and axioms are listed below and figures 13-13 through 13-22 show the truth tables, logic diagrams, and mechanization for these laws and axioms.

I. Law of Identity
   \[ A = A \]

II. Law of Complementarity
   1. \[ A + \overline{A} = 1 \]
   2. \[ A \cdot \overline{A} = 0 \]

III. Idempotent Law
   1. \[ A + A = A \]
   2. \[ A \cdot A = A \]

IV. Commutative Law
   1. \[ A \cdot B = B \cdot A \]
   2. \[ A + B = B + A \]

V. Associative Law
   1. \[ (A + B) + C = A + (B + C) \]
   2. \[ (A \cdot B) \cdot C = A \cdot (B \cdot C) \]

VI. Distributive Law
   1. \[ A \cdot (B + C) = (A \cdot B) + (A \cdot C) \]
   2. \[ A + (B \cdot C) = (A + B) \cdot (A + C) \]

VII. Law of Dualization (DeMorgan's Theorem)
   1. \[ \overline{(A + B)} = \overline{A} \cdot \overline{B} \]
   2. \[ \overline{(A \cdot B)} = \overline{A} + \overline{B} \]

VIII. Law of Double Negation
      \[ \overline{\overline{A}} = A \]

IX. Law of Absorption
    1. \[ A \cdot (A + B) = A \]
    2. \[ A + (A \cdot B) = A \]

AXIOMS

1. \[ A + 0 = A \]
2. \[ A \cdot 0 = 0 \] (The variable A may be 1 or 0.)
3. \[ A + 1 = 1 \]
4. \[ A \cdot 1 = A \]
BOOLEAN EQUATION SIMPLIFICATION AND MECHANIZATION

In this section various means of simplifying logic equations and the mechanization of the resultant will be discussed.

Applications Of Theorems

Boolean algebra comprises a set of axioms and theorems (discussed earlier) which are useful in describing logic equations such as those used in computer technology. Likewise, these laws and

![Figures 13-13, 13-14, 13-15](images)

[179.791] Figure 13-13.—Law of identity.

[179.792] Figure 13-14.—Complementary law.

[179.793] Figure 13-15.—Idempotent law.
Figure 13-16. - Commutative law.

Figure 13-17. - Associative law.
Figure 13-18. — Distributive law.
Figure 13-19. — Law of dualization (De Morgan's theorem).
Figure 13-20. — Law of double negation.

\[ \overline{\overline{A}} = A \]

\[ A + B = A \]

\[ A + (AB) = A \]

Figure 13-21. — Absorption law.

\[ A + (AB) = A \]
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Figure 13-22.—Axiomatic expressions.
Axioms are used to simplify logic equations so that logic circuits can be designed in their simplest and most economic form. For example, the equation below is a logic equation which describes the logic circuit (fig. 13-23A) in Boolean terms.

\[ F = AC + AD + BC + BD \]

If Boolean algebra is used to simplify the logic equation,

\[ F = AC + AD + BC + BD = A(C + D) + B(C + D) \text{ Dist. Law} \]

then the logic circuit arrangement for the simplified expression is shown in figure 13-23B. Factors such as the loading and standardization of logic circuits may dictate the use of other than the simplest possible Boolean expression. In this discussion the only concern is with the equation simplification without regard to other design considerations.

Consider the following as a second example:

**EXAMPLE:** Simplify the logic equation,

\[ f = ABC + ABD + AC + A\overline{BCD} + \overline{AC} \]

**SOLUTION:** Rearrange terms and factor as follows:

\[ f = ABC + A\overline{C} + A\overline{BCD} + \overline{AC} + ABD = A(BC + \overline{C}) + A(\overline{BCD}) + ABD \]

Applying the complementary law to \((BC + \overline{C})\) and \((\overline{BCD} + C)\) Then:

\[ f = A(B + \overline{C}) + A(\overline{BD} + C) + ABD \]

Apply distributive law
Then:

\[ f = AB + A\overline{C} + ABD + \overline{AC} + ABD \]

Apply the law of absorption to \((AB + ABD)\) and rearrange terms. Then:

\[ f = AB + A\overline{C} + \overline{AC} + A\overline{BD} \]

This equation is the easiest to mechanize; however, the simplification process could be carried one step further by factoring in which case

\[ f = A(B + \overline{C}) + \overline{A}(C + \overline{BD}) \]

The foregoing examples of simplification show the process to be rather difficult at first with no positive indication (for the beginner) that the simplest possible logic equation has been reached. Repeated use of these theorems is the only solution. Simplification theorems are of greatest value in the preliminary stages of simplification, or in the simplification of elementary functions.

**Veitch Diagrams**

A second approach to equation simplification is the Veitch diagram. These diagrams provide a very quick and easy way for finding the simplest logic equation needed to express a given function. Veitch diagrams for two, three, or four variables are readily constructed (fig. 13-24). Any number of variables may be plotted on a Veitch diagram, though the diagrams are difficult to construct and use when more than four variables are involved.

Because each variable has two possible states (true or false), the number of squares needed is

Figure 13-23.—Simplified logic circuitry resulting from simplifying logic equations.
the number of possible states (two) raised to a power dictated by the number of variables. Thus, for four variables the Veitch diagram must contain $2^4$ or 16 squares. Five variables require $2^5$ or 32 squares. An eight variable Veitch diagram needs $2^8$ or 256 squares—a rather unwieldy diagram. If it becomes necessary to simplify logic equations containing more than six variables, other methods of simplification should be used.

An exploded view of a four variable Veitch diagram is shown in figure 13-25. Note the division of the diagram into labeled columns and rows. The entries into the diagram are placed in these columns and rows in accordance with the function values for a given Boolean expression.

Looking at the square in the upper left corner of the main Veitch diagram in figure 13-25, and using the extensions, it is seen that it contains the variables $ABCD$; the next lower block contains $ABCD$; the next lower block contains $ABC$; and the block in the lower left corner contains the variables $ABC$. All of the squares in the diagram are similarly identified. Note that the term $AC$ is contained in each of the four terms just discussed; and, by the distributive law, since the variables $B$ and $D$ appear in both asserted and complemented form they can be dropped. Thus, the left vertical column identifies the term $AC$.

This is proven below by equation using the laws considered earlier.

\[
AC = AC (1) = AC (B + \bar{B}) = ABC + ABC = ABC (1) + ABC (1) = ABC (D + \bar{D}) + ABC (D + \bar{D}) = ABCD + ABCD + ABCD + ABCD
\]

The final expression represents four of the maxterms of the term $AC$. Also note that a two-variable term is represented by four squares. A study of the diagram will reveal that a term with one variable is represented by eight squares, a three-variable term by 2 squares, and a four-variable term by 1 square.
To illustrate the use of the Veitch diagram, the logic equation
\[ f = ABC + AB\overline{D} + \overline{A}C + \overline{ABCD} + \overline{AC} \]
will be used. (This is one of the same equations used earlier to show some applications of the simplification theorems.) Because there are four variables, a four variable Veitch diagram is needed. The step-by-step process is as follows:

**Step 1.** Draw the appropriate Veitch diagram (table 13-11).

**Step 2.** Plot the logic function on the Veitch diagram, term by term. This is accomplished by placing a “1” in each square representative of the term. (Use table 13-11 to identify the squares and table 13-12 to understand the plotting of the terms on the diagram.)
Table 13-11.—Identifying the squares of a Veitch diagram

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
<td>ABCD</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
</tbody>
</table>

NOTE: The numbers in each square are for the purpose of illustration only.

The term $ABC$ of the equation is identified in the Veitch diagram by squares 2 and 6. The derivation is as follows:

$$ABC + ABCD = ABC (\overline{D} + D) = ABC (1) = ABC$$

The term $AB\bar{D}$, identified by squares 1 and 2 as follows:

$$AB\bar{C} + ABCD + AB\bar{D} (\bar{C} + C) = AB\bar{D} (1) = AB\bar{D}$$

For the term $\bar{C}$, squares 1, 5, 9, and 13:

$$\overline{ABC} + 2\overline{BCD} + \overline{B}\overline{CD} + \overline{ABC} = \overline{ABC} (D + \overline{D}) + \overline{ABC} (D + \overline{D}) = \overline{ABC} (1) + \overline{ABC} (1) + \overline{AC} (B + B) = \overline{AC} (1) = \overline{AC}$$

The term $\overline{ABC}D$, identified by square 16 is self-explanatory.

The term $\overline{AC}$, squares 3, 7, 11, and 15 as follows:

$$\overline{ABCD} + \overline{ABCD} + \overline{ABCD} + \overline{ABCD} = \overline{ABC} (\overline{D} + D) + \overline{ABC} (D + \overline{D}) = \overline{ABC} (1) + \overline{ABC} (1) = \overline{AC} (B + B) = \overline{AC} (1) = \overline{AC}$$

Step 3. Obtain the simplified logic equation by using figure 13-26 and observing the following rules:

a. If 1's are located in adjacent squares or at opposite ends of any row or column, one of the variables may be dropped.

b. If any row or column of squares, any block of four squares, or the four corner squares with 1's, two of the variables may be dropped.

c. If any two adjacent rows or columns, the top and bottom rows, or the right and left columns are completely filled with 1's, three of the variables may be dropped.

d. To reduce the original equation to its simplest form, sufficient simplification must be made until all 1's have included in the final equation. The digit "1" may be used more than once, and the largest possible combination of 1's in groups of 8, 4, 2, or as a single 1 (block) should be used.

Squares 1, 5, 9, and 13 are combined (fig. 13-26) using rule (b) to yield $\overline{AC}$ (1's in B and B cancel).

Squares 3, 7, 11, and 15 are combined using rule (b) to yield $\overline{AC}$.

Squares 1, 2, 5, and 6 are combined using rule (b) to yield $AB$. 

f = $ABC + AB\bar{D} + AC + ABCD + \overline{AC}$
Squares 15 and 16 are combined using rule (a) to yield $\overline{A}BD$.

To keep track of the squares combined, draw loops around the combined squares. In doing this, the Veitch diagram takes on the appearance shown in figure 13-26.

All 1's have been used, therefore, a logic equation can now be written

$$f = AB + \overline{A}C + \overline{A}C + \overline{B}CD$$

which agrees with the simplified logic equation obtained by the use of the simplifying theorems.

A second simplification for the equation, $f = ABC + AB\overline{D} + AC + \overline{A}BCD + \overline{A}C$, the equation just discussed, is derived by grouping blocks 13 and 16. Although shown in the form of a table, the Veitch diagram (fig. 13-26) is to be considered as a cylinder. (This permits continuity of the variable, i.e., the rows containing $\overline{D}$ and $\overline{C}$ are contiguous though it is not readily possible to show this.) As such, the $\overline{D}$ blocks become adjacent when the bottom end of the table is folded back and up and the top is folded back and down until the ends meet. The $\overline{C}$ blocks become adjacent when the right end is folded back and to the left and the left end is folded back and to the right. Thus, blocks 13 and 16 are adjacent. The simplification of the equation is therefore,

$$f = AB + AC + \overline{A}C + \overline{B}CD.$$ 

It is to be recognized from the above example that a single equation in Boolean can be represented in more than one simplified form.

A Veitch diagram provides a convenient means of finding the complement of a logic equation. This is done by plotting the original equation on a Veitch diagram, and then plotting ones on another Veitch diagram everywhere except where the original diagram has ones. An example will illustrate the procedure.

EXAMPLE:
If: $f = ABC$
What is $\overline{f}$?

A three variable Veitch should give the answer. The original equation is first plotted as shown in table 13-13.

On another Veitch diagram, all squares which do not have a "one" in the original diagram, are assigned a "one" (fig. 13-27).

Now the equation for $\overline{f}$ can be written. Squares 3, 4, 7, and 8 combine to form $\overline{A}$; squares 5, 6, 7, and 8 combine to form $\overline{B}$; and squares 1, 5, 4, and 8 combine to form $\overline{C}$. Therefore, the equation for $\overline{f}$ is,

$$\overline{f} = \overline{A} + \overline{B} + \overline{C}$$

which agrees with the result obtained by directly applying DeMorgan's theorem.

In the earlier discussion of logic operations, switching circuits were used to illustrate the various operations. These switching circuits were actually the mechanization of the logic operations.

Table 13-13.—Three-variable Veitch diagram showing statement True
using conventional single-pole double-throw switches. Before using the actual logic symbols, the conventional switches are again used to mechanize an equation. The equation:

\[ f = AB + AC + \bar{A}B \]

will be mechanized. (This is the equation used in the discussion on simplification.)

It will be recalled that the AND function used a series switching circuit, and the OR function used a parallel switching circuit. Therefore, the mechanization of the above equation is as illustrated in figure 13-28. This diagram illustrates the AND and OR functions. The AND functions are each series connected switch grouping of the four possible parallel paths—the OR function. The above equation and mechanization are shown in figure 13-29, using the logic symbols for AND and OR gates. A logic equation can always be mechanized by a switching network. This involves the following four steps:

1. Construct a truth table.
2. Write the logic equation.
3. Simplify the equation, if possible.
4. Draw the required switching network.

The reader is encouraged to apply these four steps to several hypothetical problems.

Minterms And Maxterms

In this discussion, consider the following equations:

\[ \text{eq 1 } f = AB + A\bar{B} + \bar{A}B \]
\[ \text{eq 2 } f = A + \bar{B} \]

Equation 1 is the sum of three Boolean terms, each of which is the product of two variables (A and B), each variable of which is represented in either its true or complemented form. Equation 2 represents the sum of the two variables A and B with B complemented. Equation 1 is a minterm expression of the two variables, and equation 2 is a maxterm expression of these variables. (The proof of the equality of the two equations is left to the reader.)

In general then, a minterm expression of n variables is defined as the product of these n variables where each variable is expressed in either its true or complemented form, and a maxterm of n variables is the sum of these n variables where each variable is added in either its true or complemented form. Consequently, there are four minterms of two variables, and they are (AB, A\bar{B}, \bar{A}B, and A\bar{B}). Likewise, there are four maxterms of two variables. They are (A + \bar{B}), (A + B), (A + \bar{B}), and (A + B).

There are eight minterms and eight maxterms of three variables as shown in table 13-14. As might be expected, there are \(2^n\) minterms and \(2^n\) maxterms where n variables are considered.

Observe that the minterm identified by an odd number in the upper left corner of each block in the left column relates to the next higher even number in the right column in accordance with DeMorgan's Theorem. Example. The maxterm in block \#2 is the complement of the minterm in block \#1. Using table 13-15, the unshaded area represents the minterm while the shaded areas represent the maxterms.

The Harvard Chart

One other technique of interest is the Harvard Chart. Its use is demonstrated in table 13-16.

Simplify \(f = ABC + ABC + \bar{A}BC + \bar{A}B\bar{C} + A\bar{B}C\)

1. Draw a line through all rows whose terms are not contained in the expression being simplified (Rows 1, 2, and 5).

2. Starting with the left column (column 1) cross out all terms which have been lined out in step 1. (A is lined out in rows 1 and 2 and A in row 5. Thus, all terms are lined out in the left column of this example.)
164.9
Figure 13-28.—Mechanization of a logic equation.

Table 13-14.—Minterms and maxterms of variables A, B, and C

<table>
<thead>
<tr>
<th>MINTERM</th>
<th>MAXTERM</th>
</tr>
</thead>
<tbody>
<tr>
<td>\overline{AB}C</td>
<td>\overline{A+B+C}</td>
</tr>
<tr>
<td>\overline{ABC}</td>
<td>\overline{A+B+C}</td>
</tr>
<tr>
<td>\overline{ABC}</td>
<td>\overline{A+B+C}</td>
</tr>
<tr>
<td>\overline{AB}C</td>
<td>A+B+C</td>
</tr>
<tr>
<td>\overline{ABC}</td>
<td>A+B+C</td>
</tr>
<tr>
<td>\overline{ABC}</td>
<td>A+B+C</td>
</tr>
<tr>
<td>\overline{ABC}</td>
<td>A+B+C</td>
</tr>
</tbody>
</table>

3. In column 2 only \( \overline{B} \) is eliminated. Circle all \( B \)'s for easy identification as a part of the final answer.

4. Going to the right, cross out all terms containing \( B \) in all rows with a circled \( B \). (For example, in row 4 the terms \( \overline{AB}, BC, \) and \( \overline{ABC} \) are lined out.)

5. Continue with column \( C \), etc.

6. In column \( AC \) the term \( AC \) is not crossed out, circle it.

7. Going to the right in the rows containing \( AC \), cross out all other terms containing \( AC \).
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Table 13-15.—Representation of minterm and maxterm on a Veitch diagram

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>ABC</th>
<th>ABC</th>
<th>ABC</th>
<th>ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td>ABC</td>
<td>ABC</td>
<td>ABC</td>
<td>ABC</td>
</tr>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td>ABC</td>
<td>ABC</td>
<td>ABC</td>
<td>ABC</td>
</tr>
</tbody>
</table>

Inhibitor Circuit

There are three possible subtraction combinations of the two binary digits, 0 and 1. These are as follows:

<table>
<thead>
<tr>
<th>M</th>
<th>S</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

(The fourth, which is not possible without a borrow, is 0−1, which is not considered at this time.)

A circuit that will produce the correct result for each of the three possible subtractions is the INHIBITOR (fig. 13-30). The inhibitor symbol is shown in figure 13-30A. A truth table, showing the inputs and outputs from the circuit is shown in figure 13-30B.

The inhibitor circuit produces an output when there is a signal on M but not S. An INVERTER (small circle) connected in the S input path causes the S input to the AND-element to be inverted. (The inverter output to the AND-element will be 1 when the S input is 0, and 0 when the S input is 1.) Thus the inhibitor output is 1 when (and only when) the voltage pulses at the input represents MS. For all other input combinations the inhibitor output will be 0. The actions of this circuit thus satisfy the basic requirements of a binary subtractor. Although this is a relatively simple illustration of the relationship between mathematics and logic, it is representative of logic principles used to perform more complex arithmetic operations.

MIXED LOGIC

If all signal lines on a logic diagram of a system or device are assumed to have the same
state when active, and if all are electrical potentials, and if the more positive potential is consistently selected as the 1-state, the resultant system or device is said to have positive logic. If the less positive potential is consistently selected as the 1-state, the resultant system or device is said to have a negative logic. In either case, the system or device uses a FIXED LOGIC.

Consider the symbols shown at A and B in figure 13-31 and the truth table shown at C. In positive logic, the -3 volt level is the 0-state and the +2 volt level is the 1-state. Note that only the last combinations of input levels in the table at C produce a high output, and the circuit performs the AND operation. The table at D shows the logic values substituted for the voltage levels represented in the table at C.

In negative logic, the -3 volt level is the 1-state (high) and the +2 volt level is the 0-state. With this logic, the circuit at B produces the -3 volt level output for all input combinations except the last, as shown in the table at C. This circuit performs the OR function. The table at E shows the substitution of the logic values for the voltage levels using negative logic. This is the truth table for the OR function, and the circuit performs the OR operation.

A more recent method of assigning logic levels to binary logic elements uses MIXED LOGIC. The details of this method are delineated in the American Standard, Graphic Symbols for Logic Diagrams, Y32.14 of September 26, 1962. A brief description of this method is treated below.

Consider again the symbol shown in figure 13-31A and the truth table shown at C. The filled-in right triangle at the point where the signal line joins the symbol indicates that the 1-state (or activating signal) with respect to that particular logic symbol is the more positive potential. An open right triangle indicates that the 1-state for that particular logic symbol is the less positive potential. (Either of the two kinds of right triangles, open or filled, may be omitted provided the convention is suitably noted on the diagram.)

Again, the output (F) of each circuit is a function of two variables (A,B). The output and input levels may be either +2 volts or -3 volts.

The circuit at A produces the AND function only when the +2 volt level is taken as the activating level. The same circuit produces the OR function if the -3 volt level is the active level. Thus, a method is available for using both positive and negative logic on the same diagram. Inverters are frequently used with mixed logic to ensure that the desired function is applied to a subsequent circuit at the selected activating level.

Recall now that with fixed logic (as heretofore considered) the basic symbols in figure 13-31A and B represent the AND and OR functions respectively. When mixed logic is used, a single circuit can perform either the AND operation or the OR operation. Thus, given a physical on-off device and a table of logic combinations, the logic function performed by the device is determined by the specified choices of the 1-state at its inputs and outputs.

It is also possible, using mixed logic, to have a circuit whose active output level is the opposite of the activating input level as shown in figure 13-31F and G. When both inputs to the circuit at F are low, the output is high. However, with fixed logic, the circuit can be thought of as combining the OR and NOT functions, and is sometimes referred to as the NOR circuit. Likewise, the circuit at G produces a low output at (F) when both inputs are high. This circuit combines the AND and NOT functions and is referred to as a NAND operation.

LOGIC CIRCUITS

Logic circuits are used to perform mathematical operations such as addition, subtraction, multiplication, division, counting, etc. They are designed to express logic equations, i.e., to produce either a true or false condition at the output dependent upon the value or condition of the binary variables.

FLIP-FLOPS

The flip-flop (bistable multivibrator) is used extensively in logic equipment either as a storage device or for counting and scaling purposes. Since it is extremely stable in either of its two states,
one state may be used to represent the true condition of a variable and the other state the false.

Flip-flops differ widely in the manner in which information is applied. The number of inputs to a given flip-flop may vary from as few as one to more than seven. Of course only two outputs are available.

Flip-flops may or may not be clocked, i.e., in synchronization or in time with other flip-flops in that equipment. When they are clocked, timing or clock pulses will be derived from a stable oscillator called a MASTER CLOCK. Clocked flip-flops may react to information on the leading or trailing edge of the clock pulse.

The specific operation to be performed by a given flip-flop is usually set forth in a concise form by the truth table. The logic symbols for two types of flip-flops are shown in figure 13-32.

Set-Reset Flip-Flop

A truth table for a basic set-reset flip-flop is shown in table 13-17. In figure 13-32A the set output, Q, is obtained from the "1" output terminal and the Q from the "0" output terminal. When both inputs are at a logical zero, there will be no change in state (Qn). A "0" in the S and a "1" into the R will cause the flip-flop to go to the "0" or clear state or to stay in the "0" or clear state. A "1" into the S and a "0" into the R will put or keep the circuit in the logical "1" or set state. Logical "1's" into both S and R will result in an undetermined condition (U); i.e., it may go to either the "1" or "0" state.

As was noted before, flip-flops may be clocked. When clocked the flip-flop can be designed to change state on either a positive or negative going clock pulse. The truth tables are still valid but the flip-flop will respond to the conditions only during the specified clock transition.

Toggle Flip-Flop

The basic toggle flip-flop has only one input terminal (fig. 13-32B) and will change state each time it is pulsed. Most toggle flip-flops are designed to respond only to the negative going pulses.

COUNTERS

A flip-flop can hold a single bit of data (a single variable) or a single digit in the binary system. A group of variables or a number of digits may be stored in several flip-flops which make up a register. For example, the number 1010 would require a four flip-flop register for storage.

Information may be fed into or removed from a register by either of two methods. One method is SEQUENTIAL TRANSMISSION or SERIAL FORM. In this method, pulses, representing the digits of a number, are fed into the register one at a time, usually beginning with the least significant digit. This is illustrated in figure 13-33. The pulses are shifted through the register until each flip-flop is set to the proper number. The second method is SIMULTANEOUS TRANSMISSION or PARALLEL FORM. In this method, the pulses representing the digits of a number are applied simultaneously to each flip-flop via a separate line. This is illustrated in figure 13-34.
RING COUNTER

Figure 13-35 illustrates a RING COUNTER. This circuit will continually cycle a one or pattern of one's as long as clock pulses are applied. The S and R inputs to a flip-flop are determined by the state of the flip-flop which precedes it; therefore, with each clock pulse the flip-flop will be set to the state which previously had been exhibited by the flip-flop which precedes it. Since the output of the last flip-flop is fed to the input of the first, the pattern of digits originally set into the ring counter will be circulated repeatedly.

Binary Up Counter

Figure 13-36 depicts a BINARY UP COUNTER. The input to this circuit is a series of pulses, which represent events which are to be counted. The counter illustrated is a modulus 16 binary up counter. That is, it will represent 16 numbers—0000 to 1111. The number of digits a counter may represent is determined by the number of flip-flops it contains. For example, a counter made up of five flip-flops can represent 32 numbers—00000 to 11111.

The operation of the circuit of figure 13-36 is as follows. Referring to figure 13-37, with all the flip-flops set at 0, the first input pulse will set FF1 to the one state. The counter now contains 0001. The second pulse will reset or clear FF1 (return it to the zero state). The negative (or positive) going signal generated by FF1 changing from the one to the zero state will set FF2 and advance the count. The counter will now contain 0010. This action will continue until the counter contains 1111. The next pulse, the sixteenth, will reset all the flip-flops to zero.

DOWN COUNTER

In order to perform certain functions, digital equipment may be required to cycle through a predetermined number of operations and then stop. A circuit used to count down from a preset number is the DECREMENTING or DOWN COUNTER. Such a circuit is illustrated in figure 13-38. This circuit is a modulus 16 down counter. It will count down from 1111 to 0000. The operation of this circuit may be understood by considering all the flip-flops to be set to the one state (1111) and referring to the waveforms depicted in figure 13-39.

COMPUTATIONAL CIRCUITS

In most digital equipments, arithmetic operations are necessary. Addition is one of the most basic functions. Recall the basic binary rules which are:

<table>
<thead>
<tr>
<th>augend</th>
<th>addend</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0 (with a carry)</td>
</tr>
</tbody>
</table>

These conditions are illustrated on the truth table (table 13-18).

Half Adder

The HALF ADDER is a logic circuit which produces a sum output and a carry output for addend and augend inputs. The block diagram symbol for the half adder is shown in figure...
13-40. From the truth table a logic equation may be derived for both the sum and carry:

\[
\text{SUM} = X \cdot Y + X \cdot \overline{Y} \\
\text{CARRY} = X \cdot Y
\]

The logic diagram in figure 13-41 is the mechanization of these equations. The reader at this point should follow all possible input combinations through the diagram.

**Full Adder**

A carry may be generated from a previous order, as can occur when numbers having more than one digit are added. The input combinations are greater and the circuitry is more involved than with half adders. The circuit which can handle the input carries (carries from a previous order) as well as the addend and augend inputs is called a FULL ADDER. The block diagram symbol and the truth table for the full adder are shown in figure 13-42.
Table 13-18. — Truth table for ADD operations

<table>
<thead>
<tr>
<th>AUGEND CONDITIONS (X)</th>
<th>ADDEND CONDITIONS (Y)</th>
<th>SUM</th>
<th>CARRY INPUT (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The logic equations derived from the full adder truth table are:

\[ \text{SUM} = \overline{X} \overline{Y} \overline{C} + \overline{X} Y \overline{C} + X \overline{Y} C + XY C \]
\[ \text{CARRY} = X \overline{Y} C + X \overline{Y} C + XY \overline{C} + XY C \]
The carry can be simplified using Boolean algebra or one of the simplification tables to:

\[ \text{CARRY} = CX + CY + XY \]

These equations may be mechanized without change as shown in figure 13-43.

Again it would behoove the reader to follow each input combination through the diagram. There are many ways to achieve this same function. It can be done with OR and AND circuits, NOR circuits, NAND circuits, or any combination of these circuits.

Serial Addition

The serial adder makes use of the full adder in combination with several shift registers. Serial addition processes each digit in a number individually in a sequential order. The shift registers must have as many flip-flops as there are digits in the numbers to be added and the flip-flops must be clocked. Since the information is added in sequential fashion, one clock pulse is required for each addition. Therefore, the number of flip-flops and the amount of time required increase with the magnitude of numbers which are to be added. A block diagram of a serial adder is shown in figure 13-44.

The LSD in the addend and augend registers are added as soon as the numbers are transferred into these registers. The sum and carry outputs of the adder are connected to the sum register and the carry flip-flop, respectively. For each clock pulse, the contents of the addend and augend register are shifted one position to the right; the sum output for the LSD is shifted into the sum register; and the carry output is shifted into the carry flip-flop. It must be remembered that the outputs may be one or zero depending on the numbers being added. The second least significant digits are now added with the carry, if one was generated by the lower
order digits. Succeeding clock pulses shift higher and higher order digits into the adder, while simultaneously shifting the new sum digits into the sum register. With the correct number of clock pulses, the LSD of the sum will be contained in the rightmost flip-flop in the sum register. The numbers which were in the addend and augend registers are now gone. New numbers could be shifted into these registers as others are shifted into the adder. However, complex timing signal patterns are required.

If the sum of the serial adder was shifted back into the addend register, the circuit could function as an accumulator; i.e., contents of this register could be added to. The sum of a series of numbers could be totaled in this manner. The subtotals would be added in serial fashion to the next number in the series to form a new accumulated sum.

Multiplication

Another slight modification will allow this configuration to perform the function of multiplication by repeated addition. The augend register would be connected in a ring, and a down counter controlling addition cycles would be required as shown in figure 13-45. Since this diagram is shown with eight flip-flops, it will take eight clock pulses to add two numbers. At the end of one addition cycle (the eighth clock pulse) a pulse is applied to the down counter.

Initially, the multiplicand is placed in the augend register, the multiplier into the down counter and zero's in the accumulator register. After the first addition cycle, the multiplicand will be in the accumulator register as well as in the augend register, and the down counter is decremented by one. Each succeeding series of eight pulses decrements the down counter by one and the accumulator adds the magnitude of the multiplicand to its contents. When the down counter reaches a zero count in each of its flip-flops, gating circuitry will disable clock pulses to the serial adder. The contents of the accumulator are now equal to the product.

DIGITAL TO ANALOG CONVERSION

Digital information, as previously explained, is expressed in digits of a particular number system. Analog data is in physical and often electrical form. The term ANALOG stems from the term ANALOGY. In analog representations, voltage, current, and shaft rotation can be used to represent variables such as temperature, fluid flow, and angular displacement. Analog data expressed as a physical representation bears an exact relationship to the original information; as a result, it is a continuous variable, whereas digital is discrete and discontinuous.

ANALOG VERSUS DIGITAL INFORMATION

Just as problems in digital form may be handled by digital computers or other digital equipment, many problems can be solved in an analog computer. To further illuminate the differences between digital and analog, consider the following problem. A missile is to be launched from a cruiser and it is necessary to determine acceleration. Force divided by mass will yield acceleration according to Newton’s second law. For example, if F (force) is 150 units and M (mass) is 2 units, then A (acceleration) equals 75 units. The differences in the two methods should be made apparent by analyzing the approach to this problem by each method.

A digital equipment would process data in binary form. The mass will be relatively constant so it would be a stored value, in this case 00000010, assuming the equipment will handle eight digits. The force would be fed into the device through a radio link in digital form; in this example it would be 10010110. The values would be sent to a binary divider which would yield 01001011. Notice that this example uses only whole integers of a positive power; therefore, a binary point with negative power digits would need to be added to increase accuracy.

An analog device would handle the information by analogy. One method frequently used is electrical analogy. For example, since A = F/M and I = E/R, a simple resistive circuit could be used to determine the answer.
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The potential in figure 13-46 is radio controlled so that the voltage, E, is directly related to F. The resistance, R, is a fixed value representing mass. Thus, acceleration can be obtained from the current meter in the circuit.

There are many familiar applications of analog. The gas gauge in automobiles is one which uses a simple electrical circuit. In a synchro system, various voltages are proportional to angular displacement. An antenna may go to a position indicator through a gear arrangement, in which shaft rotation is proportional to antenna orientation.

Note that digital data is discrete; i.e., in the example shown only whole digits could be used. The analog output could be any value along a continuum within the range of the device. The digital example above could be increased in accuracy simply by using negative power digits.

DIGITAL-TO-ANALOG CONVERTER

In many digital equipments the input data is in analog form (physical or electrical). The data to be read into the digital equipment may be from a gun turret. The turret may be connected by a system of gears to a shaft. The position of the shaft is related to the gun turret position. Therefore, shaft position must be translated into binary form. Conversely, digital outputs must be translated to analog form. For example, a d.c. control voltage to a magnetic amplifier may have to be determined from digital information. One way of converting digit1 information to an analog voltage will now be presented,

Flip-Flop Register

A digital to analog converter is sometimes called a decoder. A simple version could be used which contains a single resistor for each flip-flop in a register containing the binary number. Figure 13-47 shows such an arrangement. The values of the resistors are inversely proportional to the weight of the digit in the flip-flop to which each resistor is connected. Consequently, the smaller resistors will contribute more to development of the output voltage than those which are larger.

An electrical analysis will illustrate the operation. For convenience, the flip-flops will be assumed to operate with positive logic between zero volts and a positive sixteen volts. When 0000 is contained in the register the top of each resistor is at ground potential (0 volts); therefore, the output is at zero volts. A 0001 in the register would connect R4 to a plus sixteen volts and the other resistors to zero volts. This results in an equivalent circuit as shown in figure 13-48A. When a 0011 is contained in the register, the resulting equivalent circuit is shown in figure 13-48B. The output, in this example, will increase approximately one volt for each binary increment.

Figure 13-47.—Simple D-to-A converter.

Figure 13-48.—Equivalent circuits of figure 13-47.
Level Amplifier

There are several shortcomings manifested by the simple configuration of figure 13-47. For example, loading conditions will affect the accuracy of this simple resistive network; thus, the output levels obtained from the divider may not be an exact analog representation of the digital input. Figure 13-49 is a block diagram of a more sophisticated D-to-A converter.

In most applications the level amplifiers are IC chips which produce precise outputs from inputs within a wide range. Due to circuit variations flip-flop output levels will vary and level amplifiers are placed between the flip-flops and the divider network to equalize the outputs of each flip-flop. When triggered by the flip-flops the level amplifiers will connect the divider network either to ground or to a reference voltage supplied by a precision supply.

Operational Amplifier

Operational amplifier is a general term given to a device which can perform a multitude of functions. Technically, the title operational amplifier is commonly reserved for a two or more stage assembly which has been designed for insertion into other equipment. This assembly can be designed to perform almost any mathematical function. The behavior of the operational amplifier is influenced very strongly by externally connected circuits; i.e., a single amplifier can be externally connected to invert, add, subtract, multiply by a constant, integrate, or differentiate, dependent on external circuitry. The operation is primarily determined by feedback circuitry (which can be external). In the previous diagram (fig. 13-49), the device can be used to multiply by a constant.

ANALOG-TO-DIGITAL CONVERTERS

As previously stated, the information to be acted upon by digital equipment is often in the form of analog data that must be converted to digital form with as much accuracy and in as little time as possible. The device that makes the conversion is the analog-to-digital converter.

The development of analog-to-digital converters was accelerated during and immediately after World War II. Previously, analog computers had been in extensive use for solving a wide variety of experimental and simulative problems. Their answers, however, had to be converted, by hand, from analog to digital form, and these results tabulated on desk-type digital machines. Determination of final results, from the vast amounts of data produced by some of these analog computations, required months or even years. The obvious need was for analog-to-digital converters that could operate at speeds compatible with the computers available.

With the development of high-speed digital equipments the need became even more acute. Instead of doing the hand-machine computations, data could be processed on automatic machines. Analog-to-digital converters now had the additional problem of converting analog information to digital data in a code suitable for digital computers and other digital equipment. With the advent of analog-to-digital and digital-to-analog converters it became feasible to manufacture hybrid digital-analog computers.

ELECTROMECHANICAL A-TO-D CONVERTERS

Analog-to-digital converters are commonly known as encoders. They can be categorized into two major types, those in which the input information is in the form of a physical position (usually involving shaft rotation, but in some cases involving linear motion) and those in which the input information is in the form of a voltage. Encoders that receive shaft-position information are electromechanical. Types of electromechanical converters are coded surface, optical interference, and digital gear. The voltage-input encoders are electronic and will be discussed later in this chapter. It should be noted that the type of encoding method selected is limited by the original source of the data. For example, a shaft position can be converted to a voltage by connecting the shaft to the arm of
a potentiometer. By the same token, a voltage can be converted to a shaft position by a servo system.

The CODED SURFACE CONVERTER is one method of changing shaft position into digital representation. It is shown in figure 13-50A. This disk is attached to a shaft, with which it rotates. The shaded areas of the disk are of conducting materials while the unshaded areas are nonconductive. A set of brushes makes contact with the concentric circular patterns of the disk and for a particular position of the disk (i.e., position of the shaft) a particular binary output is produced. The illustration shows the brushes in a position to yield an output of 101. This device is usually called a binary wheel encoder.

Another method which can be used that is very similar to the binary wheel has a binary pattern of conducting and nonconducting areas wrapped around a drum. As the drum is rotated, various binary codes are picked up by the brushes. These binary codes are indicative of the position of the drum and also the position of the shaft. Such a drum is shown in figure 13-50B. If a translatory motion is to be digitized, a similar binary pattern can be used also. In this case, the coded surface is flat with the brushes translating over the binary combinations. Figure 13-50C shows this type of encoder.

To increase the RESOLUTION (the degree of accuracy to which the position of the shaft is measured) of the wheel, additional concentric patterns can be added to the wheel converter. The figures shown previously used three channels representing three bits. With the three bits, eight different codes can be obtained which yield an indication of the wheel's position to within 45 degrees of its actual position. If one more channel were used (i.e., a 4-bit code), 16 code combinations could be obtained enabling the position to be measured to within 22 1/2 degrees of its actual position. If a wheel with 10 digits and 1,024 code combinations were used, the position of the wheel could be measured to within about 1/3 degree of its actual position.

Another method of sensing the position of a binary wheel or drum encoder uses a light source with photocell pickups. The shaded areas of the wheel as shown in figure 13-51 are opaque and the unshaded areas are transparent. As the
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**Figure 13-50.** Types of 3 bit binary encoders.
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**Figure 13-51.** Photocell pickup binary wheel encoder.
wheel rotates, various photocells are exposed to the light while others are unexposed due to the opaque portion of the wheel.

Gray Code

When a natural binary code is used on the wheel or drum converter an unexpected problem arises. For example, the case in which a binary wheel encoder is moving from 011 to 100 will be analyzed. At the boundary, each of the output signals should reverse itself. However, if the wheel stops on or very near the boundary or passes through the boundary at a relatively slow speed, the output from each channel depends on the precision of the markings on the wheel, the accuracy of the alignment of the brushes or photocells, and the width of the contactive surface of the brushes or the sensitivity of the photocells. Depending upon these factors, the output could be any of the codes from 000 to 111. It is obvious that this is an undesirable condition. As the digital equipment samples the output configuration of the converter, and its output is incorrect due to the reasons previously discussed an equipment will, in many applications, initiate a corrective action or some other action when it is not needed. This would cause an erratic operation of the system. There are means of minimizing this problem.

One method is to use a CYCLIC or GRAY CODE. The best method of understanding this code is to examine its derivation. The following is an example of deriving a four-digit reflected binary code.

The first two natural binary bits are put down. The reflected binary bits are identical with these:

\[
\begin{align*}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{align*}
\]

These two bits are repeated, followed by their mirror image, but with the second digit changed from 0 to 1:

\[
\begin{align*}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0
\end{align*}
\]

This results in the first four bits. These bits are repeated again, followed by their mirror images, but this time the third digit is switched from 0 to 1:

\[
\begin{align*}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0
\end{align*}
\]

This gives the first eight bits. Finally, these bits are repeated, followed by their mirror images, but the last digit is switched from 0 to 1:

\[
\begin{align*}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{align*}
\]

We now have the full four-digit code, consisting of sixteen bits extending from 0 to 15. An examination of the code will reveal that no more than one digit ever switches at a given instant. Brush misalignment now can produce an error of only one angular position.

By increasing the number of digits and repeating the same process a code as large as may be desired can be derived. Five digits will yield 32 bits, six digits will yield 64 bits, etc. A large number of coded positions increases the accuracy of the readout, since smaller angles of rotation will cause the readout to change.

In addition to the possible error of one count, another problem is introduced when the reflected binary code is used in the form of a decade readout. The code that is used to convert
a three-digit decimal counter into a four-digit reflected binary counter is as follows:

<table>
<thead>
<tr>
<th>HUNDREDS</th>
<th>TENS</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>0 0 0 1</td>
<td>0 0 0 1</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>0 0 1 1</td>
<td>0 0 1 1</td>
</tr>
<tr>
<td>0 0 1 0</td>
<td>0 0 1 0</td>
<td>0 0 1 0</td>
</tr>
<tr>
<td>0 1 1 0</td>
<td>0 1 1 0</td>
<td>0 1 1 0</td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>0 1 1 1</td>
<td>0 1 1 1</td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>0 1 0 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>1 1 0 0</td>
<td>1 1 0 0</td>
</tr>
<tr>
<td>1 1 0 1</td>
<td>1 1 0 1</td>
<td>1 1 0 1</td>
</tr>
</tbody>
</table>

Examination of the first and last bit of each of the decades reveals the nature of the problem. Four digits must switch when going from 9 to 10. Three of these are in the units decade, and one is in the tens decade. Similarly, seven digits must switch when going from 99 to 100. Each time that a decade must return from 9 to 0, three digits must switch. The use of another code solves this problem.

Unit-Distance Codes

The term UNIT-DISTANCE CODE is not used to denote one specific code, but rather a family of codes, each of which is designed to eliminate multiple switching problems. A typical unit-distance code is as follows:

| CODE | 0 0 0 0 0 | 1 0 0 0 0 | 2 0 0 0 1 | 3 0 0 1 0 | 4 0 1 1 0 | 5 0 1 1 1 | 6 0 1 0 1 | 7 0 1 0 0 | 8 1 1 0 0 | 9 1 1 0 1 | 10 1 1 1 1 | 11 1 1 1 0 | 12 1 0 1 1 | 13 1 0 1 0 | 14 1 0 0 1 | 15 1 0 0 0 |

An examination of the first and last bits of this code reveals that only one digit must change when returning from 9 to 0. However, when it is used as a decade counter, there is the additional switch required in the tens column, and in the hundreds column, etc. In order to eliminate this problem, the techniques of the unit-distance code and the reflected binary code are combined. Two codes are used representing the bits from 0 to 9. Odd-numbered decades use the unit-distance code that has been shown, while even-numbered decades employ a mirror image of this code. Thus, only the switch in the next higher column is required, that is, the tens column when going from 9 to 10, or 19 to 20, etc., and the hundreds column when going from 99 to 100, or 199 to 200, etc. Such a code would be as in figure 13-52.

By means of this code, we can proceed from 0 to 999, employing only one, basic, four-digit code that is reflected and repeated in accordance with a relatively simple pattern. Figure 13-52 represents a typical ten-bit coded disc of the reflected binary type.

By rearranging the conducting and nonconducting areas on the wheel or drum converter into the proper pattern for the Gray code the converter becomes a cyclic code generator. Since a negative zero is not generated and there is only a single digit change each time the code is advanced the problems of ambiguity and erratic readout are reduced or eliminated. Ambiguity does not exist since only a positive zero will be generated. The problem of erratic readout is greatly reduced since only a single digit will be affected in event of erratic brush contact when the digit is changing from a 0 to a 1 or vice versa. Since a continuous sampling is being made as the wheel or drum rotates the correct code will eventually be recorded even should an error be generated as a result of erratic brush contact. Converting from Gray code to natural binary is a relatively simple process requiring only the proper arrangement of logic circuitry.
ELECTRONIC A-TO-D CONVERTERS

In a number of instances, the analog input to digital equipment is in the form of an electrical signal. The electrical signal is of a voltage level proportional to and varying with the quantity it represents, such as shown in figure 13-53. These electrical analog signals may be representative of temperature, pressure, position, etc., and must be converted to a digital representation for use. Several methods for converting these analog inputs to digital form can be used.

One fairly simple method of converting an analog signal to a digital representation is shown by the block diagram in figure 13-54. Basically the unit consists of a counter, a digital-to-analog converter, and a comparator. The counter is used to hold the digital representation of the analog signal input. The output of the counter forms the input to a digital-to-analog converter, whose output is a voltage level proportional to the digital input from the counter. The analog output of the digital-to-analog converter is compared to the input analog signal by a voltage comparator.

If the input signal is greater than the signal from the digital-to-analog converter, the comparator produces a voltage output representative of a binary 1. If the input signal is less than the signal developed by the digital-to-analog converter, a 0 level output is produced. As long as the signal from the digital-to-analog converter is less than the magnitude of the input analog signal, the voltage comparator has a 1 output signal. This causes the counter to count up or increase the magnitude of its contents. As the counter steps, the magnitude of its content increases, and, therefore, the output of the digital-to-analog converter increases. This continues until the output of the digital-to-analog converter becomes minutely greater than the input analog signal at which time the comparator output goes to a 0 level. The counter now contains a digital value representative of the analog value. The system is designed so that the digital number indicates the information represented by the analog voltage.

The comparator unit shown on the analog-to-digital converter block can be a simple circuit or an extremely complex network depending on the type of application. Usually these are modular units having characteristics which produce a logical "one" when one of the inputs is less than or equal to the other input voltage amplitude.

DIGITAL VOLTMETER

Due to the rapid advance of test equipment in the Navy, the digital voltmeter is becoming more widely used. The following covers only the general principles behind the digital voltmeter. The circuitry is not considered, nor is any specific voltmeter shown since the emphasis is on the analog-to-digital concept and the digital voltmeter as an encoder.

The digital voltmeter is essentially an analog-to-digital converter since it takes an analog voltage (continuous voltage) input and displays a digital representation of this voltage. The following discussion covers only one of the many ways this can be done.
Figure 13-55 is a basic block diagram of a digital voltmeter employing a feedback encoder. The voltage to be measured is applied to the difference amplifier or error detection circuit. As long as there is an error (\( E_{\text{NULL}} \) less than \( E_{\text{ANALOG}} \)) the gating circuit will be held open allowing the clock pulses to be fed to the counter. The counter output is applied to a digital-to-analog converter where the digital information is converted into an analog null voltage. The error detection circuitry produces a logical zero when the contents of the counter are proportional to the analog voltage being measured. This stops the count. The counter contents will normally be converted into a decimal equivalent (for ease of reading) prior to display by the readout device.

Another electronic A-to-D converter is the voltage-to-frequency type. The output is made proportional to the analog voltage magnitude. The binary pulses are then sent to a binary coded decimal counter for readout.
## APPENDIX I

### PERIODIC TABLE OF THE ELEMENTS

<table>
<thead>
<tr>
<th>Light Metals</th>
<th>Nonmetals</th>
<th>Inert Gases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IA</strong></td>
<td><strong>IIA</strong></td>
<td><strong>He</strong></td>
</tr>
<tr>
<td><strong>Be</strong> 9.012</td>
<td><strong>B</strong> 1.007</td>
<td><strong>Ne</strong> 4.003</td>
</tr>
<tr>
<td><strong>B</strong> 1.007</td>
<td><strong>Be</strong> 9.012</td>
<td><strong>Ne</strong> 4.003</td>
</tr>
<tr>
<td><strong>Na</strong> 22.99</td>
<td><strong>Li</strong> 6.94</td>
<td><strong>Be</strong> 9.012</td>
</tr>
<tr>
<td><strong>K</strong> 39.10</td>
<td><strong>Ca</strong> 40.08</td>
<td><strong>Sc</strong> 44.96</td>
</tr>
<tr>
<td><strong>Rb</strong> 85.47</td>
<td><strong>Sr</strong> 87.62</td>
<td><strong>Y</strong> 88.905</td>
</tr>
<tr>
<td><strong>Cs</strong> 132.9</td>
<td><strong>Ba</strong> 137.3</td>
<td><strong>La</strong> 138.9</td>
</tr>
<tr>
<td><strong>Fr</strong> 223</td>
<td><strong>Ra</strong> 226</td>
<td><strong>Ac</strong> 227</td>
</tr>
<tr>
<td><strong>Th</strong> 232.03</td>
<td><strong>Pa</strong> 233</td>
<td><strong>U</strong> 238.03</td>
</tr>
<tr>
<td><strong>Pu</strong> 239</td>
<td><strong>Am</strong> 243</td>
<td><strong>Ce</strong> 140.12</td>
</tr>
<tr>
<td><strong>Nd</strong> 144</td>
<td><strong>Sm</strong> 150.35</td>
<td><strong>Pr</strong> 140.907</td>
</tr>
<tr>
<td><strong>Gd</strong> 157.25</td>
<td><strong>Eu</strong> 151.96</td>
<td><strong>Nd</strong> 144</td>
</tr>
<tr>
<td><strong>Tb</strong> 158.92</td>
<td><strong>Dy</strong> 162.5</td>
<td><strong>Gd</strong> 157.25</td>
</tr>
<tr>
<td><strong>Ho</strong> 164.9</td>
<td><strong>Er</strong> 167.26</td>
<td><strong>Tb</strong> 158.92</td>
</tr>
</tbody>
</table>

**NOTE:** Indicates principal radioactive elements.

### LANTHANUM SERIES

| **La** 138.9 | **Hf** 178.69 | **Ta** 181.85 |
| **W** 186.2 | **Re** 186.2 | **Os** 190.2 |
| **Ir** 192.2 | **Pt** 192.2 | **Au** 196.977 |

### ACTINIUM SERIES

| **Th** 232.03 | **Pa** 231.03 | **U** 238.03 |
| **Np** 237 | **Pu** 239 | **Am** 243 |

SEE NEXT PAGE FOR INTERPRETATION OF SYMBOLS

---

Figure A1-1.—Periodic table of the elements. 5.36(179)A
## Appendix I—PERIODIC TABLE OF THE ELEMENTS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Atomic Number</th>
<th>Atomic Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac</td>
<td>Actinium</td>
<td>89</td>
<td>1(227)</td>
</tr>
<tr>
<td>Ag</td>
<td>Silver</td>
<td>47</td>
<td>107.868</td>
</tr>
<tr>
<td>Al</td>
<td>Aluminum</td>
<td>13</td>
<td>26.982</td>
</tr>
<tr>
<td>Am</td>
<td>Americium</td>
<td>95</td>
<td>(243)</td>
</tr>
<tr>
<td>Ar</td>
<td>Argon</td>
<td>18</td>
<td>39.95</td>
</tr>
<tr>
<td>As</td>
<td>Arsenic</td>
<td>33</td>
<td>74.922</td>
</tr>
<tr>
<td>At</td>
<td>Astatine</td>
<td>85</td>
<td>(210)</td>
</tr>
<tr>
<td>Au</td>
<td>Gold</td>
<td>79</td>
<td>196.967</td>
</tr>
<tr>
<td>B</td>
<td>Boron</td>
<td>5</td>
<td>10.81</td>
</tr>
<tr>
<td>Ba</td>
<td>Barium</td>
<td>56</td>
<td>137.34</td>
</tr>
<tr>
<td>Be</td>
<td>Beryllium</td>
<td>4</td>
<td>9.012</td>
</tr>
<tr>
<td>Bi</td>
<td>Bismuth</td>
<td>83</td>
<td>208.980</td>
</tr>
<tr>
<td>Bk</td>
<td>Berkelium</td>
<td>97</td>
<td>(247)</td>
</tr>
<tr>
<td>Br</td>
<td>Bromine</td>
<td>35</td>
<td>79.904</td>
</tr>
<tr>
<td>C</td>
<td>Carbon</td>
<td>6</td>
<td>12.011</td>
</tr>
<tr>
<td>Ca</td>
<td>Calcium</td>
<td>20</td>
<td>40.08</td>
</tr>
<tr>
<td>Cd</td>
<td>Cadmium</td>
<td>48</td>
<td>112.40</td>
</tr>
<tr>
<td>Ce</td>
<td>Cerium</td>
<td>58</td>
<td>140.12</td>
</tr>
<tr>
<td>Cf</td>
<td>Californium</td>
<td>98</td>
<td>(249)</td>
</tr>
<tr>
<td>Cl</td>
<td>Chlorine</td>
<td>17</td>
<td>35.453</td>
</tr>
<tr>
<td>Cm</td>
<td>Curium</td>
<td>96</td>
<td>(247)</td>
</tr>
<tr>
<td>Co</td>
<td>Cobalt</td>
<td>27</td>
<td>58.933</td>
</tr>
<tr>
<td>Cr</td>
<td>Chromium</td>
<td>24</td>
<td>51.996</td>
</tr>
<tr>
<td>Cs</td>
<td>Cesium</td>
<td>55</td>
<td>132.905</td>
</tr>
<tr>
<td>Cu</td>
<td>Copper</td>
<td>29</td>
<td>63.546</td>
</tr>
<tr>
<td>Dy</td>
<td>Dysprosium</td>
<td>66</td>
<td>162.50</td>
</tr>
<tr>
<td>Es</td>
<td>Einsteinium</td>
<td>99</td>
<td>(254)</td>
</tr>
<tr>
<td>Er</td>
<td>Erbium</td>
<td>68</td>
<td>167.26</td>
</tr>
<tr>
<td>Eu</td>
<td>Europium</td>
<td>63</td>
<td>151.96</td>
</tr>
<tr>
<td>F</td>
<td>Fluorine</td>
<td>9</td>
<td>18.998</td>
</tr>
<tr>
<td>Fe</td>
<td>Iron</td>
<td>26</td>
<td>55.847</td>
</tr>
<tr>
<td>Fm</td>
<td>Fermium</td>
<td>100</td>
<td>(257)</td>
</tr>
<tr>
<td>Fr</td>
<td>Francium</td>
<td>87</td>
<td>(223)</td>
</tr>
<tr>
<td>Ga</td>
<td>Gallium</td>
<td>31</td>
<td>69.72</td>
</tr>
<tr>
<td>Gd</td>
<td>Gadolinium</td>
<td>64</td>
<td>157.25</td>
</tr>
<tr>
<td>Ge</td>
<td>Germanium</td>
<td>32</td>
<td>72.59</td>
</tr>
<tr>
<td>H</td>
<td>Hydrogen</td>
<td>1</td>
<td>1.008</td>
</tr>
<tr>
<td>He</td>
<td>Helium</td>
<td>2</td>
<td>4.003</td>
</tr>
<tr>
<td>Hf</td>
<td>Hafnium</td>
<td>72</td>
<td>178.49</td>
</tr>
<tr>
<td>Hg</td>
<td>Mercury</td>
<td>80</td>
<td>200.59</td>
</tr>
<tr>
<td>Ho</td>
<td>Holmium</td>
<td>67</td>
<td>164,930</td>
</tr>
<tr>
<td>I</td>
<td>Iodine</td>
<td>53</td>
<td>126,904</td>
</tr>
<tr>
<td>In</td>
<td>Indium</td>
<td>49</td>
<td>114,82</td>
</tr>
<tr>
<td>Ir</td>
<td>Iridium</td>
<td>77</td>
<td>192.2</td>
</tr>
<tr>
<td>K</td>
<td>Potassium</td>
<td>19</td>
<td>39.102</td>
</tr>
<tr>
<td>Kr</td>
<td>Krypton</td>
<td>36</td>
<td>83.80</td>
</tr>
<tr>
<td>*Ku</td>
<td>Kurchatovium</td>
<td>104</td>
<td>(257)</td>
</tr>
<tr>
<td>La</td>
<td>Lanthanum</td>
<td>57</td>
<td>138.91</td>
</tr>
<tr>
<td>Li</td>
<td>Lithium</td>
<td>3</td>
<td>6.94</td>
</tr>
<tr>
<td>Lr</td>
<td>Lawrencium</td>
<td>103</td>
<td>(256)</td>
</tr>
<tr>
<td>Lu</td>
<td>Lutetium</td>
<td>71</td>
<td>174,97</td>
</tr>
<tr>
<td>Md</td>
<td>Mendelevium</td>
<td>101</td>
<td>(258)</td>
</tr>
<tr>
<td>Mg</td>
<td>Magnesium</td>
<td>12</td>
<td>24,305</td>
</tr>
</tbody>
</table>

Figure A1-1.—Periodic table of the elements—continued.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Atomic Number</th>
<th>Atomic Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>Manganese</td>
<td>25</td>
<td>54.938</td>
</tr>
<tr>
<td>Mo</td>
<td>Molybdenum</td>
<td>42</td>
<td>95.94</td>
</tr>
<tr>
<td>N</td>
<td>Nitrogen</td>
<td>7</td>
<td>14.007</td>
</tr>
<tr>
<td>Na</td>
<td>Sodium</td>
<td>11</td>
<td>22.990</td>
</tr>
<tr>
<td>Nb</td>
<td>Niobium</td>
<td>41</td>
<td>92.906</td>
</tr>
<tr>
<td>Nd</td>
<td>Neodymium</td>
<td>60</td>
<td>144.24</td>
</tr>
<tr>
<td>Ne</td>
<td>Neon</td>
<td>10</td>
<td>20.18</td>
</tr>
<tr>
<td>Ni</td>
<td>Nickel</td>
<td>28</td>
<td>58.71</td>
</tr>
<tr>
<td>No</td>
<td>Nobelium</td>
<td>102</td>
<td>(255)</td>
</tr>
<tr>
<td>Np</td>
<td>Neptunium</td>
<td>93</td>
<td>(237)</td>
</tr>
<tr>
<td>O</td>
<td>Oxygen</td>
<td>8</td>
<td>15.999</td>
</tr>
<tr>
<td>Os</td>
<td>Osmium</td>
<td>76</td>
<td>190.2</td>
</tr>
<tr>
<td>P</td>
<td>Phosphorus</td>
<td>15</td>
<td>30.974</td>
</tr>
<tr>
<td>Pa</td>
<td>Protactinium</td>
<td>91</td>
<td>(231)</td>
</tr>
<tr>
<td>Pb</td>
<td>Lead</td>
<td>82</td>
<td>207.2</td>
</tr>
<tr>
<td>Pd</td>
<td>Palladium</td>
<td>46</td>
<td>106.4</td>
</tr>
<tr>
<td>Pm</td>
<td>Promethium</td>
<td>61</td>
<td>(147)</td>
</tr>
<tr>
<td>Po</td>
<td>Polonium</td>
<td>84</td>
<td>(210)</td>
</tr>
<tr>
<td>Pr</td>
<td>Praseodymium</td>
<td>59</td>
<td>140.907</td>
</tr>
<tr>
<td>Pt</td>
<td>Platinum</td>
<td>78</td>
<td>195.09</td>
</tr>
<tr>
<td>Pu</td>
<td>Plutonium</td>
<td>94</td>
<td>(242)</td>
</tr>
<tr>
<td>Ra</td>
<td>Radium</td>
<td>88</td>
<td>(226)</td>
</tr>
<tr>
<td>Rb</td>
<td>Rubidium</td>
<td>37</td>
<td>85.47</td>
</tr>
<tr>
<td>Re</td>
<td>Rhenium</td>
<td>75</td>
<td>186.2</td>
</tr>
<tr>
<td>Rh</td>
<td>Rhodium</td>
<td>45</td>
<td>102.905</td>
</tr>
<tr>
<td>Rn</td>
<td>Radon</td>
<td>86</td>
<td>(222)</td>
</tr>
<tr>
<td>Ru</td>
<td>Ruthenium</td>
<td>44</td>
<td>101.07</td>
</tr>
<tr>
<td>S</td>
<td>Sulfur</td>
<td>16</td>
<td>32.06</td>
</tr>
<tr>
<td>Sb</td>
<td>Antimony</td>
<td>51</td>
<td>121.75</td>
</tr>
<tr>
<td>Sc</td>
<td>Scandium</td>
<td>21</td>
<td>44.956</td>
</tr>
<tr>
<td>Se</td>
<td>Selenium</td>
<td>34</td>
<td>78.96</td>
</tr>
<tr>
<td>Si</td>
<td>Silicon</td>
<td>14</td>
<td>28.086</td>
</tr>
<tr>
<td>Sm</td>
<td>Samarium</td>
<td>62</td>
<td>150.35</td>
</tr>
<tr>
<td>Sn</td>
<td>Tin</td>
<td>50</td>
<td>118.69</td>
</tr>
<tr>
<td>Sr</td>
<td>Strontium</td>
<td>38</td>
<td>87.62</td>
</tr>
<tr>
<td>Ta</td>
<td>Tantalum</td>
<td>73</td>
<td>180.948</td>
</tr>
<tr>
<td>Tb</td>
<td>Terbium</td>
<td>65</td>
<td>158.924</td>
</tr>
<tr>
<td>Tc</td>
<td>Technetium</td>
<td>43</td>
<td>(99)</td>
</tr>
<tr>
<td>Te</td>
<td>Tellurium</td>
<td>52</td>
<td>127.60</td>
</tr>
<tr>
<td>Th</td>
<td>Thorium</td>
<td>90</td>
<td>232.038</td>
</tr>
<tr>
<td>Ti</td>
<td>Titanium</td>
<td>22</td>
<td>47.90</td>
</tr>
<tr>
<td>Tl</td>
<td>Thallium</td>
<td>81</td>
<td>204.37</td>
</tr>
<tr>
<td>Tm</td>
<td>Thulium</td>
<td>69</td>
<td>158.934</td>
</tr>
<tr>
<td>U</td>
<td>Uranium</td>
<td>92</td>
<td>238.03</td>
</tr>
<tr>
<td>V</td>
<td>Vanadium</td>
<td>23</td>
<td>50.942</td>
</tr>
<tr>
<td>W</td>
<td>Tungsten</td>
<td>74</td>
<td>183.85</td>
</tr>
<tr>
<td>Xe</td>
<td>Xenon</td>
<td>54</td>
<td>131.30</td>
</tr>
<tr>
<td>Y</td>
<td>Yttrium</td>
<td>39</td>
<td>88.905</td>
</tr>
<tr>
<td>Yb</td>
<td>Ytterbium</td>
<td>70</td>
<td>173.04</td>
</tr>
<tr>
<td>Zn</td>
<td>Zinc</td>
<td>30</td>
<td>65.37</td>
</tr>
<tr>
<td>Zr</td>
<td>Zirconium</td>
<td>40</td>
<td>91.22</td>
</tr>
</tbody>
</table>

* Note: Element proposed but not confirmed.

Figure A1-1.—Periodic table of the elements—continued.
## APPENDIX II

### TRIGONOMETRIC FUNCTIONS

**0° to 14.9°**

<table>
<thead>
<tr>
<th>Degs.</th>
<th>Function</th>
<th>0.0°</th>
<th>1.0°</th>
<th>2.0°</th>
<th>3.0°</th>
<th>4.0°</th>
<th>5.0°</th>
<th>6.0°</th>
<th>7.0°</th>
<th>8.0°</th>
<th>9.0°</th>
</tr>
</thead>
<tbody>
<tr>
<td>sin</td>
<td>0.0000</td>
<td>0.0017</td>
<td>0.0033</td>
<td>0.0051</td>
<td>0.0068</td>
<td>0.0085</td>
<td>0.0102</td>
<td>0.0119</td>
<td>0.0136</td>
<td>0.0152</td>
<td>0.0169</td>
</tr>
<tr>
<td>cos</td>
<td>1.0000</td>
<td>0.9999</td>
<td>0.9997</td>
<td>0.9994</td>
<td>0.9990</td>
<td>0.9985</td>
<td>0.9979</td>
<td>0.9971</td>
<td>0.9963</td>
<td>0.9953</td>
<td>0.9942</td>
</tr>
<tr>
<td>tan</td>
<td>0.0000</td>
<td>0.0176</td>
<td>0.0352</td>
<td>0.0528</td>
<td>0.0703</td>
<td>0.0878</td>
<td>0.1052</td>
<td>0.1225</td>
<td>0.1397</td>
<td>0.1569</td>
<td>0.1740</td>
</tr>
<tr>
<td>sin</td>
<td>0.0175</td>
<td>0.0352</td>
<td>0.0528</td>
<td>0.0703</td>
<td>0.0878</td>
<td>0.1052</td>
<td>0.1225</td>
<td>0.1397</td>
<td>0.1569</td>
<td>0.1740</td>
<td>0.1910</td>
</tr>
<tr>
<td>cos</td>
<td>0.9999</td>
<td>0.9997</td>
<td>0.9994</td>
<td>0.9990</td>
<td>0.9985</td>
<td>0.9979</td>
<td>0.9971</td>
<td>0.9963</td>
<td>0.9953</td>
<td>0.9942</td>
<td>0.9930</td>
</tr>
<tr>
<td>tan</td>
<td>0.0176</td>
<td>0.0352</td>
<td>0.0528</td>
<td>0.0703</td>
<td>0.0878</td>
<td>0.1052</td>
<td>0.1225</td>
<td>0.1397</td>
<td>0.1569</td>
<td>0.1740</td>
<td>0.1910</td>
</tr>
</tbody>
</table>

---
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### Table of Trigonometric Values

<table>
<thead>
<tr>
<th>Degrees</th>
<th>(0^\circ)</th>
<th>(0.1^\circ)</th>
<th>(0.3^\circ)</th>
<th>(0.5^\circ)</th>
<th>(0.7^\circ)</th>
<th>(0.9^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sin)</td>
<td>0.0000</td>
<td>0.008756</td>
<td>0.017486</td>
<td>0.026208</td>
<td>0.034922</td>
<td>0.043636</td>
</tr>
<tr>
<td>(\cos)</td>
<td>1.0000</td>
<td>0.991351</td>
<td>0.982807</td>
<td>0.974268</td>
<td>0.965729</td>
<td>0.957190</td>
</tr>
<tr>
<td>(\tan)</td>
<td>0.0000</td>
<td>0.0088756</td>
<td>0.0176308</td>
<td>0.0263889</td>
<td>0.0351473</td>
<td>0.0439057</td>
</tr>
</tbody>
</table>

### Table continued

<table>
<thead>
<tr>
<th>Degrees</th>
<th>(15^\circ)</th>
<th>(20^\circ)</th>
<th>(25^\circ)</th>
<th>(30^\circ)</th>
<th>(35^\circ)</th>
<th>(40^\circ)</th>
<th>(45^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sin)</td>
<td>0.2588</td>
<td>0.2679</td>
<td>0.2760</td>
<td>0.2840</td>
<td>0.2919</td>
<td>0.2997</td>
<td>0.3075</td>
</tr>
<tr>
<td>(\cos)</td>
<td>0.9659</td>
<td>0.9588</td>
<td>0.9517</td>
<td>0.9444</td>
<td>0.9371</td>
<td>0.9297</td>
<td>0.9223</td>
</tr>
<tr>
<td>(\tan)</td>
<td>0.2646</td>
<td>0.2739</td>
<td>0.2832</td>
<td>0.2925</td>
<td>0.3018</td>
<td>0.3111</td>
<td>0.3203</td>
</tr>
</tbody>
</table>

### Additional Information

- **BASIC ELECTRONICS VOLUME II**
- **Figure A2-1.** Natural Sines, Cosines, and Tangents—continued.
### Appendix II — TRIGONOMETRIC FUNCTIONS

<table>
<thead>
<tr>
<th>Degrees</th>
<th>Sin</th>
<th>Cos</th>
<th>Tan</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.5000</td>
<td>0.8660</td>
<td>0.5774</td>
</tr>
<tr>
<td>31</td>
<td>0.5100</td>
<td>0.8980</td>
<td>0.5812</td>
</tr>
<tr>
<td>32</td>
<td>0.5200</td>
<td>0.9180</td>
<td>0.5840</td>
</tr>
<tr>
<td>33</td>
<td>0.5300</td>
<td>0.9350</td>
<td>0.5860</td>
</tr>
<tr>
<td>34</td>
<td>0.5400</td>
<td>0.9490</td>
<td>0.5874</td>
</tr>
<tr>
<td>35</td>
<td>0.5500</td>
<td>0.9590</td>
<td>0.5885</td>
</tr>
<tr>
<td>36</td>
<td>0.5600</td>
<td>0.9660</td>
<td>0.5892</td>
</tr>
<tr>
<td>37</td>
<td>0.5700</td>
<td>0.9700</td>
<td>0.5896</td>
</tr>
<tr>
<td>38</td>
<td>0.5800</td>
<td>0.9720</td>
<td>0.5898</td>
</tr>
<tr>
<td>39</td>
<td>0.5900</td>
<td>0.9730</td>
<td>0.5899</td>
</tr>
<tr>
<td>40</td>
<td>0.6000</td>
<td>0.9730</td>
<td>0.5900</td>
</tr>
<tr>
<td>41</td>
<td>0.6100</td>
<td>0.9710</td>
<td>0.5900</td>
</tr>
<tr>
<td>42</td>
<td>0.6200</td>
<td>0.9680</td>
<td>0.5897</td>
</tr>
<tr>
<td>43</td>
<td>0.6300</td>
<td>0.9640</td>
<td>0.5892</td>
</tr>
<tr>
<td>44</td>
<td>0.6400</td>
<td>0.9590</td>
<td>0.5885</td>
</tr>
</tbody>
</table>

Figure A2-1.—Natural Sines, Cosines, and Tangents—continued.
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<table>
<thead>
<tr>
<th>Degrees</th>
<th>Function</th>
<th>0°</th>
<th>0.1°</th>
<th>0.2°</th>
<th>0.3°</th>
<th>0.4°</th>
<th>0.5°</th>
<th>0.6°</th>
<th>0.7°</th>
<th>0.8°</th>
<th>0.9°</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>46</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7064</td>
<td>0.7024</td>
<td>0.6983</td>
<td>0.6942</td>
<td>0.6899</td>
<td>0.6856</td>
<td>0.6813</td>
<td>0.6769</td>
<td>0.6725</td>
<td>0.6681</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.9997</td>
<td>1.0145</td>
<td>1.0579</td>
<td>1.0992</td>
<td>1.1392</td>
<td>1.1772</td>
<td>1.2131</td>
<td>1.2468</td>
<td>1.2776</td>
<td>1.3064</td>
</tr>
<tr>
<td>47</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7069</td>
<td>0.7029</td>
<td>0.6989</td>
<td>0.6945</td>
<td>0.6899</td>
<td>0.6855</td>
<td>0.6812</td>
<td>0.6767</td>
<td>0.6724</td>
<td>0.6680</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.9996</td>
<td>1.0144</td>
<td>1.0578</td>
<td>1.0992</td>
<td>1.1391</td>
<td>1.1771</td>
<td>1.2130</td>
<td>1.2468</td>
<td>1.2776</td>
<td>1.3064</td>
</tr>
<tr>
<td>48</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>49</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>50</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>51</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>52</td>
<td>sin</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.7071</td>
<td>0.7068</td>
<td>0.7060</td>
<td>0.7055</td>
<td>0.7050</td>
<td>0.7047</td>
<td>0.7044</td>
<td>0.7041</td>
<td>0.7038</td>
<td>0.7035</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Figure A2-1. — Natural Sines, Cosines, and Tangents — continued.
## Appendix II — TRIGONOMETRIC FUNCTIONS

### Table of Trigonometric Functions

<table>
<thead>
<tr>
<th>Degrees</th>
<th>Sine</th>
<th>Cosine</th>
<th>Tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1°</td>
<td>0.0175</td>
<td>0.9998</td>
<td>0.0176</td>
</tr>
<tr>
<td>2°</td>
<td>0.0351</td>
<td>0.9996</td>
<td>0.0352</td>
</tr>
<tr>
<td>3°</td>
<td>0.0526</td>
<td>0.9992</td>
<td>0.0529</td>
</tr>
<tr>
<td>4°</td>
<td>0.0700</td>
<td>0.9986</td>
<td>0.0704</td>
</tr>
</tbody>
</table>

### Figure A2-1

Figure A2-1.—Natural Sines, Cosines, and Tangents—continued.
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<table>
<thead>
<tr>
<th>Degrees</th>
<th>Function</th>
<th>0.0°</th>
<th>0.1°</th>
<th>0.2°</th>
<th>0.3°</th>
<th>0.4°</th>
<th>0.5°</th>
<th>0.6°</th>
<th>0.7°</th>
<th>0.8°</th>
<th>0.9°</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>sin</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
</tr>
<tr>
<td>76</td>
<td>sin</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
<td>0.970</td>
</tr>
<tr>
<td>77</td>
<td>sin</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
</tr>
<tr>
<td>78</td>
<td>sin</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
</tr>
<tr>
<td>79</td>
<td>sin</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
<td>0.980</td>
</tr>
<tr>
<td>80</td>
<td>sin</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>81</td>
<td>sin</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
<td>0.986</td>
</tr>
<tr>
<td>82</td>
<td>sin</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
<td>0.989</td>
</tr>
<tr>
<td>83</td>
<td>sin</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>84</td>
<td>sin</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td>85</td>
<td>sin</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>cos</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>tan</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Figure A2.1.—Natural Sines, Cosines, and Tangents—continued.
APPENDIX III

TABLE OF LOGARITHMS
<table>
<thead>
<tr>
<th>N</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>1</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>2</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>3</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>4</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>5</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>6</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>7</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>8</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
<tr>
<td>9</td>
<td>0000</td>
<td>0414</td>
<td>0792</td>
<td>1139</td>
<td>1461</td>
<td>1790</td>
<td>2118</td>
<td>2457</td>
<td>2797</td>
<td>3137</td>
</tr>
</tbody>
</table>

Figure A3.1.—Table of Logarithms.
Appendix ill - TABLE OF LOGARITHMS
_N
50
51
52
53

54
55

0

1

2

6990

6998

700 7

7C H6

7076
7 160
7243

7084

7324

7332

7093
7 1 77
7259
7 340
7419

7 10 1

7 168
725 1

7267
7 348
7427

7 1 10
7 1 93
7275
7 3 56
7435

7404

74 12

4

3

7024

7 1 85

5

10 3 3

6
7042

7443

72 10
72 92
7 372
745 1

7 1 18
7202
7284
7 364

752.0
7 597
767Z
7745
78 1 8

7 12 6

7
705'0

7 1 35

72 18
7 300
7 380
7459

I
7059

7 143
7226
7 308

7388

7466

.9
7067

7 1 52

7235

7 3 16
7 396

7474

56
57
58
59
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7559
7634
7 709
7 782

7566
7642.
7 7 16
7789

7497
7574
7649
772. 3
7 796

7505
7582.
7657
77 3 1
780 3

75 1 3
7589
7664
7 7 38
78 10

61
62.
63
64
65

785 3
792.4
7993
8062
8 1 2.9

7860
793 1
8000
8069
8 1 36

7868
7938
800 7
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8 142.

7875
7945
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8082.
8 149

7882.
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802 1
8099
8 1 56

7889
7959
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8 162.

7966
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8 102.
8 16 9

66
67
68
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8 1 95
82.6 1
832. 5
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845 1
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82.67
833 1
8395
845 7
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83 l 8
840 1
8463

82. 1 5
82.80
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840 7
8470

82.22.
82.87
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8414
8476

82.2.8
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8357
842.0
8482.

82.4 1

82.48

82.99
8363
842.6
8488

8306
8370
8432.
8494
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83 76
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83 19
8382.

71
72.
73
74
75

85 1 3
857 3
8633
8692
87 5 1

85 1 9
8579
8639
8698
8756

852.'5
8585
8645
87o4
8762.

85 3 1
859 1
865 1
87 10
8768

8537
8597
86 5 7
8716
8774

8543
860 3
866 3
87Z2.
8779

8549
860 9
8669
872. 7
8785

8555
86 1 5
8675
8733
8791

856 1
86 2. 1
868 1
8739

87·97

8567
8 62 7
8686
8745
8802

76
77
78
79
80

8808
8865
892. 1
8976
90 3 1

8814
88 7 1
892. 7
8982.
90 36

882.0
8876
8932.
8987
9042.

8825
8882.
8938
8993
90 47

883 1
888 7
8 94 3
8998
905 �

8837
8893
8949
9004
9058

8842
8899
8954
9009
90 6 3

8848
8904
8960
90 1 5
9069

8854
8 9 10
8965
902.0
9074

8859
89 1 5
897 1
902.5
9079

81
82.
83
84
85

9085
9 1 38
9 19 1
92.43
92.94

9090
9 143
9 196
92.48
92.99

9096
9 149
920 1
92.5 3
9304

9 10 1
9 1 54
9206
92 58
9309

9 106
9 1 59
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9 1 12.
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92.69
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9 1 17
9 1 70
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92.7 4
932.5

9 1 2.2.
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9 1 86
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89
90
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9868
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9956

960 0
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9680
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9773
98 1 8
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92.
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99
100

N
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0000
0
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9736

9782

1
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996 5
0009
2
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9699
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3
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APPENDIX IVa

SEMICONDUCTOR LETTER SYMBOLS

Letter symbols used in solid state circuits are those proposed as standard for industry, or are special symbols not included as standard. Semiconductor symbols consist of a basic letter with subscripts, either alphabetical or numerical, or both, in accordance with the following rules:

1. A capital (upper case) letter designates external circuit parameters and components, large-signal device parameters, and maximum (peak), average (d.c.), or root-mean-square values of current, voltage, and power (I, V, P, etc.);

2. Instantaneous values of current, voltage, and power, which vary with time, and small-signal values are represented by the lower case (small) letter of the proper symbol (i, v, p, i_e V_e, etc.).

3. D.c. values, instantaneous total values, and large-signal values, are indicated by capital subscripts (I_C, I_C, V_EB, V_EB, P_C, etc.).

4. Alternating component values are indicated by using lower case subscripts; note the examples i_C, I_C, v_e, V_e, P_C, P_C.

5. When it is necessary to distinguish between maximum, average, or root-mean-square values, maximum or average values may be represented by addition of a subscript m or av; examples are I_Cm, I_CM, I_AV, I_CAV.

6. For electrical quantities, the first subscript designates the electrode at which the measurement is made.

7. For device parameters, the first subscript designates the element of the four-pole matrix; examples are I or i for input, O or o for output, F or f for forward transfer, and R or r for reverse transfer.

8. The second subscript normally designates the reference electrode.

9. Supply voltages are indicated by repeating the associated device electrode subscript, in which case, the reference terminal is then designated by the third subscript; note the cases V_EE, V_CC, V_EEB, V_CCB.

10. In devices having more than one terminal of the same type (say two bases), the terminal subscripts are modified by adding a number following the subscript and placed on the same line, for example, V_B1-B2.

11. In multiple-unit devices the terminal subscripts are modified by a number preceding the electrode subscript; note the example, V_B1-2B.

Semiconductor symbols change, and new symbols are developed to cover new devices as the art changes; an alphabetical list of the complex symbols is presented below for easy reference. The list is divided into six sections. These sections are signal and rectifier diodes, zener diodes, thyristors and SCR’s, transistors, unijunction transistors, and field effect transistors.

SIGNAL AND RECTIFIER DIODES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRV</td>
<td>Peak Reverse Voltage</td>
</tr>
<tr>
<td>I0</td>
<td>Average Rectifier Forward Current</td>
</tr>
<tr>
<td>I_r</td>
<td>Average Reverse Current</td>
</tr>
<tr>
<td>I_surge</td>
<td>Peak Surge Current</td>
</tr>
<tr>
<td>V_F</td>
<td>Average Forward Voltage Drop</td>
</tr>
<tr>
<td>V_R</td>
<td>D.c. Blocking Voltage</td>
</tr>
</tbody>
</table>

ZENER DIODES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_F</td>
<td>Forward current</td>
</tr>
<tr>
<td>I_Z</td>
<td>Zener current</td>
</tr>
<tr>
<td>I_ZK</td>
<td>Zener current near breakdown knee</td>
</tr>
<tr>
<td>I_ZM</td>
<td>Maximum D.c. zener current (limited by power dissipation)</td>
</tr>
</tbody>
</table>

Figure A4a-1.—Semiconductor Letter Symbols.
### Appendix IVa—Semiconductor Letter Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I&lt;sub&gt;ZT&lt;/sub&gt;</td>
<td>Zener test current</td>
</tr>
<tr>
<td>V&lt;sub&gt;f&lt;/sub&gt;</td>
<td>Forward voltage</td>
</tr>
<tr>
<td>V&lt;sub&gt;Z&lt;/sub&gt;</td>
<td>Nominal zener voltage</td>
</tr>
<tr>
<td>Z&lt;sub&gt;Z&lt;/sub&gt;</td>
<td>Zener impedance</td>
</tr>
<tr>
<td>Z&lt;sub&gt;ZK&lt;/sub&gt;</td>
<td>Zener impedance near breakdown knee</td>
</tr>
<tr>
<td>Z&lt;sub&gt;ZT&lt;/sub&gt;</td>
<td>Zener impedance at zener test current</td>
</tr>
<tr>
<td>I&lt;sub&gt;R&lt;/sub&gt;</td>
<td>Reverse current</td>
</tr>
<tr>
<td>V&lt;sub&gt;R&lt;/sub&gt;</td>
<td>Reverse test voltage</td>
</tr>
</tbody>
</table>

### Holding Currents

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I&lt;sub&gt;H&lt;/sub&gt;</td>
<td>Holding current. That value of forward anode current below which the controlled rectifier switches from the conducting state to the forward blocking condition with the gate open, at stated conditions.</td>
</tr>
<tr>
<td>I&lt;sub&gt;HX&lt;/sub&gt;</td>
<td>Holding current (gate connected). The value of forward anode current below which the controlled rectifier switches from the conducting state to the forward blocking condition with the gate terminal returned to the cathode terminal through specified impedance and/or bias voltage.</td>
</tr>
</tbody>
</table>

### Average Forward Power

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P&lt;sub&gt;F(AV)&lt;/sub&gt;</td>
<td>Average forward power. Average value of power dissipation between anode and cathode.</td>
</tr>
</tbody>
</table>

### Peak Reverse Blocking Current

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P&lt;sub&gt;GFM&lt;/sub&gt;</td>
<td>Peak gate power. The maximum instantaneous value of gate power dissipation permitted.</td>
</tr>
<tr>
<td>I&lt;sub&gt;RXM&lt;/sub&gt;</td>
<td>Peak reverse blocking current. The maximum current through the thyristor when the device is in the reverse blocking state (anode negative) for a stated anode-to-cathode voltage and junction temperature with the gate open.</td>
</tr>
<tr>
<td>P&lt;sub&gt;GFM(AV)&lt;/sub&gt;</td>
<td>Average forward gate power. The value of maximum allowable gate power dissipation averaged over a full cycle.</td>
</tr>
<tr>
<td>V&lt;sub&gt;F&lt;/sub&gt;</td>
<td>Forward &quot;on&quot; voltage. The voltage measured between anode and cathode during the &quot;on&quot; condition for specified conditions of anode and temperature.</td>
</tr>
<tr>
<td>V&lt;sub&gt;F(on)&lt;/sub&gt;</td>
<td>Dynamic forward &quot;on&quot; voltage. The voltage measured between anode and cathode at a specified time after turn-on function has been initiated at stated conditions.</td>
</tr>
</tbody>
</table>

Figure A4a-1.—Semiconductor Letter Symbols—continued.
Peak forward blocking voltage, gate open. The peak repetitive forward voltage which may be applied to the thyristor between anode and cathode (anode positive) with the gate open at stated conditions.

Peak forward blocking voltage. Same as $V_{\text{FOM}}$ except that the gate terminal is returned to the cathode through a stated impedance and/or voltage.

Peak forward gate voltage. The maximum instantaneous voltage between the gate terminal and the cathode terminal resulting from the flow of forward gate current.

Peak reverse gate voltage. The maximum instantaneous voltage which may be applied between the gate terminal and the cathode terminal when the junction between the gate region and the adjacent cathode region is reverse biased.

Gate trigger voltage (continuous d.c.). The d.c. voltage between the gate and the cathode terminal required to produce the d.c. gate trigger current.

Peak reverse blocking voltage, gate open. The maximum allowable value of reverse voltage (repetitive or continuous d.c.) which can be applied between anode and cathode (anode negative) with the gate open for stated conditions.

Peak reverse blocking voltage. Same as $V_{\text{ROM(rep)}}$ except that the gate terminal is returned to the cathode through a stated impedance and/or bias voltage.

**Transistors**

$V_{\text{ROM}}$ Available gain

$A_G$ Power gain

$A_P$ Current gain

$A_I$ Base electrode

$B$ or $b$ Power gain for common base, collector, and emitter, respectively.

$G_b, G_c, G_e$ Grounded (or common) base, collector, and emitter, respectively.

$D$ Cutoff frequency

$D$ Maximum frequency of oscillation

$G_{\text{BCO}}$ D.c. base-to-collector breakdown voltage, base reverse-biased with respect to collector, emitter open.

$G_{\text{BEO}}$ D.c. base-to-emitter breakdown voltage, base reverse-biased with respect to emitter, collector open.

$G_{\text{CBO}}$ D.c. collector-to-base breakdown voltage, collector reverse-biased with respect to base, emitter open.

$G_{\text{CEO}}$ D.c. collector-to-emitter breakdown voltage, collector reverse-biased with respect to base, emitter open.

$G_{\text{EBO}}$ D.c. emitter-to-base breakdown voltage, emitter reverse-biased with respect to base, collector open.

$G_{\text{EBO}}$ D.c. emitter-to-collector breakdown voltage, emitter reverse-biased with respect to collector, base open.

Collector electrode

Collector junction capacitance

Emitter junction capacitance

Input capacitance for common base, collector, and emitter, respectively.

Output terminal capacitance, a.c. input open, for common base, collector and emitter, respectively.

Distortion

E or e Emitter electrode

Alpha cutoff frequency for common base, collector, and emitter, respectively.

Cutoff frequency

Maximum frequency of oscillation
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h  Hybrid parameter.

hfe, hfb, hfc  Small signal forward current transfer ratio, a.c. output shorted, common emitter, common base, common collector, respectively.

hie  Small-signal input impedance, a.c. output shorted, common base.

hob  Small-signal output admittance, a.c. input open, common base.

I  Direct current (d.c.).

IE, IC  D.c. current for base, collector, and emitter, respectively.

ICBO  D.c. collector current, collector reverse-biased with respect to base, emitter-to-base open.

ICES  D.c. collector current, collector reverse-biased with respect to emitter, base shorted to emitter.

IEBO  D.c. emitter current, emitter reverse-biased with respect to base, collector-to-base open.

NF  Noise Figure

PD  Total average power dissipation of all electrodes of a semiconductor device.

PG  Power gain

PGo  Over-all power gain

Pin  Input power

Pout  Output power

r'p  Equivalent base resistance, high frequencies

Tj  Junction temperature

Tstg  Storage temperature

ts  Storage time (switching applications).

VBE  Base-to-emitter d.c. voltage

VCE  Collector-to-base d.c. voltage

VCBO  Collector-to-emitter d.c. voltage

VCEO  D.c. collector-to-emitter voltage with collector junction reverse-biased, zero base current.

VCER  Similar to VCEO, except with a resistor (of value R) between base and emitter.

VCES  Similar to VCEO, except with base shorted to emitter.

VCEV  D.c. collector-to-emitter voltage, used when only voltage bias is used.

VCEX  D.c. collector-to-emitter voltage, base-emitter back biased.

VEB  Emitter-to-base d.c. voltage

VPt  Punch-through voltage

UNIJUNCTION TRANSISTORS

IE  Emitter current

IEO  Emitter reverse current. Measured between emitter and base-two at a specified voltage, and base-one open-circuited.

IP  Peak point emitter current. The maximum emitter current that can flow without allowing the UJT to go into the negative resistance region.

IV  Valley point emitter. The current flowing in the emitter when the device is biased to the valley point.

RBB  Interbase resistance. Resistance between base-two and base-one measured at a specified interbase voltage.

VB2B1  Voltage between base-two and base-one. Positive at base-two.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_p$</td>
<td>Peak point emitter voltage. The maximum voltage seen at the emitter before the UJT goes into the negative resistance region.</td>
</tr>
<tr>
<td>$V_D$</td>
<td>Forward voltage drop of the emitter junction.</td>
</tr>
<tr>
<td>$V_{EB1}$</td>
<td>Emitter to base-one voltage</td>
</tr>
<tr>
<td>$V_{EB1(SAT)}$</td>
<td>Emitter saturation voltage. Forward voltage drop from emitter to base-one at a specified emitter current (larger than $I_V$) and specified interbase voltage.</td>
</tr>
<tr>
<td>$V_v$</td>
<td>Valley point emitter voltage. The voltage at which the valley point occurs with a specified $V_{B2B1}$.</td>
</tr>
<tr>
<td>$V_{OB1}$</td>
<td>Base-one peak pulse voltage. The peak voltage measured across a resistor in series with base-one when the UJT is operated as a relaxation oscillator in a specified circuit.</td>
</tr>
<tr>
<td>$\alpha_{BB}$</td>
<td>Interbase resistance temperature coefficient. Variation of resistance between B2 and B1 over the specified temperature range and measured at the specific interbase voltage and temperature with emitter open circuited.</td>
</tr>
<tr>
<td>$I_{B2(mod)}$</td>
<td>Interbase modulation current, B2 current modulation due to firing. Measured at a specified interbase voltage, emitter and temperature.</td>
</tr>
<tr>
<td>$I_D$</td>
<td>Drain current</td>
</tr>
<tr>
<td>$I_{DGO}$</td>
<td>Maximum leakage from drain to gate with source open</td>
</tr>
<tr>
<td>$I_{DSS}$</td>
<td>Drain current with gate connected to source</td>
</tr>
<tr>
<td>$I_G$</td>
<td>Gate current</td>
</tr>
<tr>
<td>$I_{GSS}$</td>
<td>Maximum gate current (leakage) with drain connected to source</td>
</tr>
<tr>
<td>$V_{(BR)DGO}$</td>
<td>Drain to gate, source open</td>
</tr>
<tr>
<td>$V_D$</td>
<td>D.c. drain voltage</td>
</tr>
<tr>
<td>$V_{(BR)DGS}$</td>
<td>Drain to gate, source connected to drain</td>
</tr>
<tr>
<td>$V_{(BR)DS}$</td>
<td>Drain to source, gate connection not specified</td>
</tr>
<tr>
<td>$V_{(BR)DSX}$</td>
<td>Drain to source, gate biased to cutoff or beyond</td>
</tr>
<tr>
<td>$V_{(BR)GS}$</td>
<td>Gate to source, drain connection not specified</td>
</tr>
<tr>
<td>$V_{(BR)GSS}$</td>
<td>Gate to source, drain connected to source</td>
</tr>
<tr>
<td>$V_{(BR)GD}$</td>
<td>Gate to drain, source connection not specified</td>
</tr>
<tr>
<td>$V_{(BR)GDS}$</td>
<td>Gate to drain, source connected to drain</td>
</tr>
<tr>
<td>$V_G$</td>
<td>D.c. gate voltage</td>
</tr>
<tr>
<td>$V_{G1S(OFF)}$</td>
<td>Gate 1-source cutoff voltage (with gate 2 connected to source)</td>
</tr>
<tr>
<td>$V_{G2S(OFF)}$</td>
<td>Gate 2-source cutoff voltage (with gate 1 connected to source)</td>
</tr>
<tr>
<td>$V_{GS(OFF)}$</td>
<td>Cutoff</td>
</tr>
</tbody>
</table>
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ELECTRON TUBE LETTER SYMBOLS

A number of letter symbols which are used as a form of shorthand notation in technical literature when designating electron-tube operating conditions are explained and listed below.

1. Maximum, average, and root-mean-square values are represented by capital (upper case) letters, for example: I, E, P.

2. Where needed to distinguish between values in item 1 above, the maximum value may be represented by the subscript "m", for example: E_m, I_m, P_m.

3. Average values may be represented by the subscript "av", for example: E_av, I_av, P_av.

4. Instantaneous values of current, voltage, and power which vary with time are represented by the small (lower case) letter of the proper symbol, for example: i, e, p.

5. External resistance, impedance, etc, in the circuit external to an electron tube electrode may be represented by the upper case symbol with the proper electrode subscripts, for example: R_g, R_sc, Z_p, Z_sc.

6. Values of resistance, impedance, etc, inherent within the electron tube are represented by the lower case symbol with the proper electrode subscripts, for example: r_g, Z_g, r_p, Z_p, C_gp.

7. The symbols "g" and "p" are used as subscripts to identify a.c. values of electrode currents and voltages, for example: e_g, e_p, i_g, i_p.

8. The total instantaneous values of electrode currents and voltages (d.c. plus a.c. components) are indicated by the lower case symbol and the subscripts "b" for plate and "c" for grid, for example: i_b, e_c, i_c, e_b.

9. No-signal or static currents and voltages are indicated by upper case symbol and lower case subscripts "b" for plate and "c" for grid, for example: E_c, I_b, E_b, I_c.

10. R.m.s. and maximum values of a varying component are indicated by the upper case letter and the subscripts "g" and "p", for example: E_g, I_p, E_p.

11. Average values of current and voltage for the with-signal condition are indicated by adding the subscript "s" to the proper symbol and subscript, for example: I bs, E bs.

12. Supply voltages are indicated by the upper case symbol and double subscript "bb" for plate, "cc" for grid, "ff" for filament, for example: E_ff, E_cc, E_bb.

An alphabetical list of electron tube symbols follows for easy reference.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{gk}</td>
<td>Grid-cathode capacitance</td>
</tr>
<tr>
<td>C_{gp}</td>
<td>Grid-plate capacitance</td>
</tr>
<tr>
<td>C_{pk}</td>
<td>Plate-cathode capacitance</td>
</tr>
<tr>
<td>E_b</td>
<td>Plate voltage, d.c. value</td>
</tr>
<tr>
<td>E_c</td>
<td>Grid voltage, d.c. value</td>
</tr>
<tr>
<td>E_{cc}</td>
<td>Grid bias supply voltage</td>
</tr>
<tr>
<td>E_{co}</td>
<td>Negative tube cutoff voltage</td>
</tr>
<tr>
<td>E_f</td>
<td>Filament voltage</td>
</tr>
<tr>
<td>E_{ff}</td>
<td>Filament supply voltage</td>
</tr>
<tr>
<td>E_k</td>
<td>D.c. cathode voltage</td>
</tr>
<tr>
<td>e_b</td>
<td>Instantaneous plate voltage</td>
</tr>
<tr>
<td>e_c</td>
<td>Instantaneous grid voltage</td>
</tr>
<tr>
<td>e_{g}</td>
<td>A.c. component of grid voltage</td>
</tr>
<tr>
<td>e_{p}</td>
<td>A.c. component of plate voltage</td>
</tr>
</tbody>
</table>

Figure A4b-1.—Electron tube letter symbols.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_b$, $I_o$</td>
<td>D.C. plate current</td>
<td>$P_p$</td>
<td>Plate dissipation power</td>
</tr>
<tr>
<td>$I_c$</td>
<td>D.C. grid current</td>
<td>$R_g$</td>
<td>Grid resistance</td>
</tr>
<tr>
<td>$I_f$</td>
<td>Filament current</td>
<td>$R_L$</td>
<td>Load resistance</td>
</tr>
<tr>
<td>$I_k$</td>
<td>Cathode current</td>
<td>$R_k$</td>
<td>Cathode resistance</td>
</tr>
<tr>
<td>$i_b$</td>
<td>Instantaneous plate current</td>
<td>$R_p$</td>
<td>Plate resistance, d.c.</td>
</tr>
<tr>
<td>$i_c$</td>
<td>Instantaneous grid current</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$i_g$</td>
<td>A.C. component of grid current</td>
<td>$R_{sc}$</td>
<td>Screen resistance</td>
</tr>
<tr>
<td>$i_p$</td>
<td>A.C. component of plate current</td>
<td>$r_L$</td>
<td>A.C. load resistance</td>
</tr>
<tr>
<td>$P_g$</td>
<td>Grid dissipation power</td>
<td>$r_p$</td>
<td>Plate resistance, a.c.</td>
</tr>
<tr>
<td>$P_o$</td>
<td>Output power</td>
<td>$t_k$</td>
<td>Cathode heating time</td>
</tr>
</tbody>
</table>

Figure A4b-1. — Electron tube letter symbols — continued.
APPENDIX V

JOINT ELECTRONICS TYPE DESIGNATION (AN) SYSTEM
THE AN NOMENCLATURE WAS DESIGNED SO THAT A COMMON DESIGNATION COULD BE USED FOR ARMY, NAVY, AND AIR FORCE EQUIPMENT. THE SYSTEM INDICATOR AN DOES NOT MEAN THAT THE ARMY, NAVY, AND AIR FORCE USE THE EQUIPMENT, BUT MEANS THAT THE TYPE NUMBER WAS ASSIGNED IN THE AN SYSTEM.

AN NOMENCLATURE IS ASSIGNED TO COMPLETE SETS OF EQUIPMENT AND MAJOR COMPONENTS OF MILITARY DESIGN; GROUPS OF ARTICLES OF EITHER COMMERCIAL OR MILITARY DESIGN WHICH ARE GROUPED FOR MILITARY PURPOSES; MAJOR ARTICLES OF MILITARY DESIGN WHICH ARE NOT PART OF QUEUED WITH A SET; AND COMMERCIAL Articles WHEN NOMENCLATURE WILL NOT FACILITATE MILITARY IDENTIFICATION AND/OR PROCEDURES.

AN NOMENCLATURE IS NOT ASSIGNED TO ARTICLES CATALOGED COMMERCIALY EXCEPT AS STATED ABOVE; MINOR COMPONENTS OF MILITARY DESIGN FOR WHICH OTHER ADEQUATE MEANS OF IDENTIFICATION ARE AVAILABLE; SMALL PARTS SUCH AS CAPACITORS AND RESISTORS; AND ARTICLES HAVING OTHER ADEQUATE IDENTIFICATION IN JOINT MILITARY SPECIFICATIONS. NOMENCLATURE ASSIGNMENTS REMAIN UNCHANGED REGARDLESS OF LATER CHANGES IN INSTALLATION AND/OR APPLICATION.

<table>
<thead>
<tr>
<th>Set or Equipment</th>
<th>Indicator Letters</th>
</tr>
</thead>
<tbody>
<tr>
<td>AN</td>
<td>U</td>
</tr>
<tr>
<td>&quot;AN&quot; System</td>
<td>What It Is</td>
</tr>
<tr>
<td>Where It Is</td>
<td>What It Does</td>
</tr>
<tr>
<td>Model No.</td>
<td>Mod. Letter</td>
</tr>
<tr>
<td>Misc. Ident.</td>
<td>Purpose</td>
</tr>
</tbody>
</table>

A--Airborne (Installed and Operated in Aircraft).
B--Underwater Mobile, Submarine.
C--Air Transportable (Installed, Do Not Use).
D--Pilotless Carrier.
F--Fixed.
G--Ground, General Ground Use (Includes Two or More Ground-Type Installations).
K--Amphibious.
M--Ground, Mobile (Installed as Operating Unit in a Vehicle Which Has No Function Other Than Transporting the Equipment).
P--Pack or Portable (Animal or Man).
S--Water Surface Craft.
T--Ground, Transportable.
U--General Utility (Includes Two or More General Installation Classes, Airborne, Shipboard, and Ground).
V--Ground, Vehicular (Installed in Vehicle Designed for Functions Other Than Carrying Electronic Equipment, etc., Such as Tanks).
W--Water Surface and Underwater.

A--Invisible Light, Heat Radiation.
B--Pigeon.
C--Carrier.
D--Radiac.
E--Hupac.
F--Photographic.
G--Telegraph or Telephone.
I--Interphone and Public Address.
J--Electromechanical or Electrical Wire Covered.
K--Telemetering.
L--Countermeasures.
M--Meteorological.
N--Sound in Air.
P--Radar.
Q--Sonar and Underwater Sound.
R--Radio.
S--Special Types, Magnetic, Etc., or Combinations of Types.
T--Telephone (Wire).
V--Visual and Visible Light.
W--Armament (Peculiar to Armament, Not Otherwise Covered).
X--Facsimile or Television.
Y--Data Processing.

A--Auxiliary Assemblies (Not Complete Operating Sets Used with or Part of Two or More Sets or Sets Series).
B--Bombing.
C--Communications (Receiving and Transmitting).
D--Direction Finder, Reconnaissance, and/or Surveillance.
E--Ejection and/or Release.
G--Fire-Control or Searchlight Directing.
H--Recording and/or Reproducing (Graphic Meteorological and Sound).
K--Computing.
L--Searchlight Control (Inactivated, Use G).
M--Maintenance and Test Assemblies (Including Tools).
N--Navigational Aids (Including Altimeters, Beacons, Compasses, Raccur, Depth Sounding, Approaching, and Lading).
P--Reproducing (Inactivated, Do Not Use).
Q--Special, or Combination of Purposes.
R--Receiving, Passive Detecting.
S--Detecting and/or Range and Bearing, Search.
T--Transmitting.
W--Automatic Flight or Remote Control.
X--Identification and Recognition.

---

1 Not for US use except for assigning suffix letters to previously nomenclatured items.

Figure A5-1. — AN system.
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ELECTRONICS COLOR CODING

<table>
<thead>
<tr>
<th>COLOR</th>
<th>1ST DIGIT</th>
<th>2ND DIGIT</th>
<th>MULTIPLIER</th>
<th>TOLERANCE (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Brown</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Red</td>
<td>2</td>
<td>2</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Orange</td>
<td>3</td>
<td>5</td>
<td>1,000</td>
<td></td>
</tr>
<tr>
<td>Yellow</td>
<td>4</td>
<td>4</td>
<td>10,000</td>
<td></td>
</tr>
<tr>
<td>Green</td>
<td>5</td>
<td>5</td>
<td>100,000</td>
<td></td>
</tr>
<tr>
<td>Blue</td>
<td>6</td>
<td>6</td>
<td>1,000,000</td>
<td></td>
</tr>
<tr>
<td>Violet</td>
<td>7</td>
<td>7</td>
<td>10,000,000</td>
<td></td>
</tr>
<tr>
<td>Gray</td>
<td>8</td>
<td>8</td>
<td>100,000,000</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>9</td>
<td>9</td>
<td>1,000,000,000</td>
<td></td>
</tr>
<tr>
<td>Gold</td>
<td>.1</td>
<td></td>
<td></td>
<td>± 5</td>
</tr>
<tr>
<td>Silver</td>
<td>.01</td>
<td></td>
<td></td>
<td>± 10</td>
</tr>
<tr>
<td>No color</td>
<td></td>
<td></td>
<td></td>
<td>± 20</td>
</tr>
</tbody>
</table>

Figure A6-1. - Resistor color code.

Figure A6-2. - 6-Dot color code for mica and molded paper capacitors.
Figure A6-3. - 5-Dot color code for capacitors (dielectric not specified).

Figure A6-4. - 6-Band color code for tubular paper dielectric capacitors.
Figure A6-5. — Color code for ceramic capacitors having different configurations.
STANDARD COLORS USED IN CHASSIS WIRING FOR THE PURPOSE OF CIRCUIT IDENTIFICATION OF THE EQUIPMENT ARE AS FOLLOWS:

<table>
<thead>
<tr>
<th>CIRCUIT</th>
<th>COLOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROUNDS, GROUNDED ELEMENTS, AND RETURNS</td>
<td>BLACK</td>
</tr>
<tr>
<td>HEATERS OR FILAMENTS, OFF GROUND</td>
<td>BROWN</td>
</tr>
<tr>
<td>POWER SUPPLY $V_{cc} + E_{bb}$</td>
<td>RED</td>
</tr>
<tr>
<td>SCREEN GRIDS</td>
<td>ORANGE</td>
</tr>
<tr>
<td>EMITTERS/CATHODES</td>
<td>YELLOW</td>
</tr>
<tr>
<td>BASES/CONTROL GRIDS</td>
<td>GREEN</td>
</tr>
<tr>
<td>COLLECTORS/PLATES</td>
<td>BLUE</td>
</tr>
<tr>
<td>POWER SUPPLY, MINUS</td>
<td>VIOLET (PURPLE)</td>
</tr>
<tr>
<td>A.C. POWER LINES</td>
<td>GRAY</td>
</tr>
<tr>
<td>MISCELLANEOUS, ABOVE OR BELOW GROUND RETURNS, AVC, ETC</td>
<td>WHITE</td>
</tr>
</tbody>
</table>

FOR OTHER ELECTRICAL AND ELECTRONIC SYMBOLS REFER TO MILITARY STANDARD, MIL-STD-15-IA

Figure A6-6.—Color code for transformers.
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ELECTRONICS SYMBOLS
APPENDIX VII
ELECTRONICS SYMBOLS

AMPLIFIER (2)

- General
- With two inputs
- With two outputs
- With adjustable gain
- With associated power supply
- With associated attenuator
- With external feedback path

ANTENNA (3)

- General
- Dipole
- Loop
- Counterpoise

ATTENUATOR, VARIABLE (5)

- Balanced
- Unbalanced

CAPACITOR (8)

- General
- Polarized

AUDIBLE SIGNALING DEVICE (6)

- Bell, electrical; ringer, telephone
- Buzzer

Horn, Letter Combinations (if required)

- *HN Horn, electrical
- *HW Howler
- *LS Loudspeaker
- *SN Siren
- *EM Electromagnetic
- *EWM Electromagnetic with moving coil
- *MG Magnetic armature
- *PM Permanent magnet

Identification replaces (*) asterisk and (†) dagger

Sounder, telegraph

SYM METRICAL PHOTOCO NDUCTIVE TRANSDUCER

* NUMBER IN PARENTHESES INDICATES LOCATION OF SYMBOL IN MIL-STD PUBLICATION

Figure A7-1.— Electronics symbols.
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Figure A7-1.-- Electronics symbols -- continued.
inductance-capacitance circuit, zero reactance at resonance

resistance

equivalent shunt element, general

capacitive susceptance

capacitive susceptance

capacitive susceptance

inductance-capacitance circuit, infinite susceptance at resonance

inductance-capacitance circuit, zero susceptance at resonance

ELECTRON TUBE (34)

triode

pentode, envelope connected to base terminal

inductance-capacitance circuit, zero reactance at resonance
twin triode, equipotential cathode
typical wiring figure to show tube symbols placed in any convenient position
rectifier; voltage regulator (see LAMP, GLOW)
phototube, single and multiplier
cathode-ray tube, electrostatic and magnetic deflection
mercury-pool tube, ignitor and control grid (see RECTIFIER)
resonant magnetron, coaxial output and permanent magnet
reflex klystron, integral cavity, aperture coupled
transmit-receive (TR) tube gas filled, tunable integral cavity, aperture coupled, with starter
traveling-wave tube (typical)
forward-wave traveling-wave tube amplifier shown with four grids, having slow-wave structure with attenuation, magnetic focusing by external permanent magnet, rf input and rf output coupling each E-plane aperture to external rectangular waveguide
field polarization rotator
field polarization amplitude modulator
FUSE (36)
high-voltage primary cutout, dry
GOVERNOR (Contact-making) (37)
contacts shown here as closed
HALL GENERATOR (39)
HANDSET (40)
general
operator's set with push-to talk switch
HYBRID (41)
general
junction (common coaxial/waveguide usage)
circular
(\(E, H\) or \(HE\) transverse field indicators replace \((*)\) asterisk)
rectangular waveguide and coaxial coupling

INDUCTOR (42)
general

high-voltage primary cutout, oil

Figure A7-1.—Electronics symbols—continued.
Figure A7-1.—Electronics symbols—continued.

13.5(179)D
MODE TRANSDUCER (53)
(common coaxial/waveguide usage)
transducer from rectangular waveguide to coaxial with mode suppression, direct-current grounds connected

RECTIFIER (65)
semiconductor diode; metallic rectifier; electrolytic rectifier; asymmetrical varistor

tuned cavity resonator with mode suppression coupled by an E-plane aperture to a guided transmission path and by a loop to a coaxial path

STEREO

tunable resonator with direct-current ground connected to an electron device and adjustably coupled by an E-plane aperture to a rectangular waveguide

MOTION, MECHANICAL (54)
rotation applied to a resistor

NUCLEAR-RADIATION DETECTOR, gas filled;
IONIZATION CHAMBER;
PROPORTIONAL COUNTER TUBE;
GEIGER-MULLER COUNTER TUBE (50)
(see RADIATION-SENSITIVITY INDICATOR)

RESISTOR (68)
general

tapped

HEATING

symmetrical varistor resistor, voltage sensitive (silicon carbide, etc.)

(identification marks replace (*) asterisk)

with adjustable contact

PHOTO DIODE

capacitive diode (also Varicap, Varactor, reactance diode, parametric diode)

with adjustable or continuously adjustable (variable)

(identification replaces (*) asterisk)

PATH, TRANSMISSION (58)
cable; 2-conductor, shield grounded and 5-conductor shielded

ROTARY JOINT, RF COUPLER (72)
general; with rectangular waveguide

(tuning path recognition symbol replaces (*) asterisk)

SEMICONDUCTOR DEVICE (73)
(Two Terminal, diode)
semiconductor diode; rectifier

capacitive diode (also Varicap, Varactor, reactance diode, parametric diode)

PICKUP HEAD (61)
genral

writing; recording

reading; playback

erasing

with adjustable contact

PHOTO CELL

adjastable or continuously adjustable (variable)

(identification replaces (*) asterisk)

Figure A7-1. — Electronics symbols — continued. 13.5(179)E
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— unijunction transistor, P-type base
— field-effect transistor, N-type base
— field-effect transistor, P-type base
— semiconductor triode, PNPN-type switch
— semiconductor triode, NPNP-type switch
— NPN transistor, transverse-biased base
— PNIP transistor, ohmic connection to the intrinsic region
— NFIN transistor, ohmic connection to the intrinsic region
— PNIN transistor, ohmic connection to the intrinsic region
— NFIN transistor, ohmic connection to the intrinsic region
— PNIP transistor, ohmic connection to the intrinsic region

— SQUIB (75) explosive
— igniter
— sensing link; fusible link operated
— SWITCH (76) push button, circuit closing (make)
— push button, circuit opening (break)
— nonlocking; momentary circuit closing (make)
— nonlocking; momentary circuit opening (break)
— transfer
— locking, circuit closing (make)
— locking, circuit opening (break)
— transfer, 3-position wafer
— (example shown: 3-pole 3-circuit with 2 non-shorting and 1 shorting moving contacts)

— safety interlock, circuit opening and closing
— 2-pole field-discharge knife, with terminals and discharge resistor
— (identification replaces (*) asterisk)
— SYNCHRO (78)
— Synchro Letter Combinations
  CDX Control-differential transmitter
  CT Control transformer
  CX Control transmitter
  TDR Torque-differential receiver
  TDX Torque-differential transmitter
  TR Torque receiver
  TX Torque transmitter
  RS Resolver
  B Outer winding rotatable in bearings
  THERMAL ELEMENT (83)
  — actuating device
  — thermal cutout; flasher
  — thermal relay
  — thermostat (operates on rising temperature), contact
  — thermostat, make contact
  — thermostat, integral heater and transfer contacts
  — TRANSFORMER (86)
  — general
  — magnetic-core
  — one winding with adjustable inductance
  — separately adjustable inductance
  — adjustable mutual inductor, constant-current
  — THERMISTOR; THERMAL RESISTOR (84)
  — with integral heater
  — THERMOCOUPLE (85)
  — temperature-measuring, integral heater connected
  — temperature-measuring, semiconductor
  — current-measuring, semiconductor

Figure A7-1.— Electronics symbols— continued.
autotransformer, 1-phase adjustable

VIBRATOR; INTERRUPTER (87)
typical shunt drive (terminals shown)

indicating, pilot, signaling, or switchboard light (see LAMP)

(identification replaces (*) asterisk)

(87) typical separate drive (terminals shown)

indicating light letter combinations

A Amber
B Blue
C Clear
G Green
NE Neon
O Orange
OP Opalescent
P Purple
R Red
W White
Y Yellow

jisnal signal light

Figure A7-1.—Electronics symbols—continued.
## INDEX

### A

- Absorption law, boolean, 262
- Addition, binary numbers, 229
- Amplidyne servoamplifier, 216
- Analog-to-digital converters, 280-284
  - electromechanical, 280-283
  - encoders, 281
  - gray code, 282
  - unit distance code, 283
  - electronic, 284
- AND GATES coincidence circuits, 86
- AND operation, boolean, 249
- AN system type designation chart, 306
- Antennas, 184-188
  - airborne radar, 188
  - broadside array, 187
  - corner reflector, 187
  - horn radiators, 187
  - parabolic reflectors, 185
  - RF safety precautions, 188
- Application of theorems, boolean, 249-257
- Arithmetic operations, computer, 242-248
  - analog to digital converters, 280-285
  - boolean algebra application, 248-256
  - complement arithmetic, 243
  - computational circuits, digital computers, 274-278
  - digital to analog conversion, 278
  - Harvard chart, 269-271
  - logic circuitry and equations, 264-271
  - logic circuits, 272-274
  - nines complement, 247
  - R's complement, 243
  - R's — 1 complement, 245
  - subtractive adders, 247
- Artificial transmission lines, RADAR, 107-110
  - charging open ended lines, 108
  - d.c. resonance charging, 109
  - discharging open ended lines, 110
- Associative law, boolean, 259
- Astable multivibrators, 58-67
  - collector/plate coupled, 61-66
  - emitter/cathode coupled, 58-61
  - synchronization, 66
  - Axiomatic expressions, boolean, 263
  - Axioms, boolean algebra, 257

### B

- Basic number systems, 225
- Binary addition, 230
- Blocking oscillators, 74-81
  - driven blocking, 79
  - ringing, 80
  - self-pulsing, 75
  - single-swing, 76-79
- Boolean algebra, 248-271
  - applications to switching circuits, 249-257
    - AND operation, 249
    - NAND operation, 254
    - NOR operation, 254
    - NOT operation, 253
    - OR operation, 251
    - classes and elements, 248
    - conversion of numbers, 236
    - equation simplification, 258-271
      - applications of theorems, 258
      - axioms, 263-266
      - Harvard chart, 269-271
      - laws, 257-262
      - Veitch diagrams, 264-269
    - fundamental laws, axioms, 257
    - mixed logic, 271
    - symbols used, 249
- Broadside array antennas, 187
- Burns, from RF transmission lines, 189

### C

- Cavity resonators, 132-136
  - cavity tuning, 134
  - coupling devices, 135
- Circuit limitation UHF, 96
- Circuits, types of
  - clamps, 36-44
  - coincidence, 86
  - counters, 81-86
Circuits, types of — continued
Eccles-Jordan trigger, 45-49
hunting/antihunting, 221-223
inhibitor (boolean), 271
modulator timing/shaping (Radar), 106
monostable multivibrator, 51-53
phantastron, 53-58
RC and RL shaping, 14-23
Schmitt trigger, 49-51
shaping, 14-23
timing, 45-67

Clampers, 36-44
negative diode, 40-44
positive diode, 37-40

Commutative law, boolean, 259
Complement arithmetic, 242-248
Complementary law, boolean, 258

Computer use, mathematical and logic problem solving, 224-285
analog to digital converters, 280-285
arithmetic operations, 229-235
basic number systems, 225
binary system, 227
boolean algebra use, 248-257
complement arithmetic, 242-248
computational circuits, 274-278
conversion of numbers, 236-242
counting by flip flop, 272-274
digital to analog conversion, 278-280
equation simplification, 268-271
logic circuits, 272-274
mechanization of a logic equation, 275
switching circuits, 249-257
AND operation, 249
NAND operation, 254
NOR operation, 254
NOT operation, 253
OR operation, 251

Conversion, number systems, 236-242
Corner reflector antennas, 187

Counters, 81-86
basic frequency, 83
positive diode, 82
solid state, step by step, 86

Counting, number systems, 226

Division, binary numbers, 235
Double negation law, boolean, 262
Dual trace oscilloscope, 1-12
basic type, 10
controls, 2-8
operation, 8-12
Dualization law, boolean, 261
Duodecimal addition, 231
Duodecimal multiplication, 235
Duplexer, 180-184
ATR tube, 182
parallel connected operation, 182
series connected system, 184
TR tube, 181
tube disposal, 183

E

Eccles-Jordan trigger circuit, 45-49
Electron tube letter symbols, 303-304
Electronics color coding chart, 307-310
Electronics symbols, 311-318
Encoders, 280
Equation simplification, boolean, 264-271

G

Geometry of tropospheric scattering, 100
Gunn oscillator, 162-164

H

Harvard chart, 269-271
Horn radiator, antennas, 187

I

Idempotent law, boolean, 258
Identity law, boolean, 258
Inhibitor circuit, boolean, 271

K

Klystrons, 147-158
advantages, 159
associated equipment, 154
cooling of, 155
focusing, 153
modulation methods, 158
multicavity power type, 149-153
noise distortions, 157
use as a mixer, 158
INDEX

L
Laws, Boolean, 257
Limiters, 29-36
diode limiters, 30-34
grid limiting, 34
Logarithms (tables), 295-297
Logic, Boolean, 264-270
Logic circuits, computers, 272-274

M
Magnetrons, 137-147
collection of, 137
coupling methods, 145
cutaway view, 138
electron resonance type, 141
negative resistance type, 140
seasoning, 147
tuning, 146
Mechanization of logic equations, 258-271
Microwave application, Radar, 101-113
artificial transmission lines, 107-110
modulator timing/shaping circuits, 106
modulator types and systems, 107
protective devices, 112
radar system parameters, 102-105
radar waveform, 101
range, bearing accuracy, 105
range determination, 101
switching devices, 111
system block diagram, 105-107
Microwave link, UHF Communications, 97-100
Microwave receivers, 165-179
basic system, 165
crystal mixers, 171
detector, 177
IF amplifiers, 173-176
indicator, 177
modes of operation, 168
MTI system, 178
power, frequency characteristics, 169
tubes, 170
video amplifiers, 177
Microwave transmitting devices, 137-164
Gunn oscillator, 162-164
klystrons, 147-158
magnetrons, 137-147
traveling wave tube (TWT), 159-162
Monostable multivibrator circuit, 51-53
Moving target indicator system (MTI), 178
block diagram, 179
Multiplication, binary numbers, 233
Multivibrators, astable, 58-67

N
NAND operation, Boolean, 254
NOR operation, Boolean, 254
NOT operation, 253
Number systems, 224-247
arithmetic operations, 229-235
binary addition, 230
decimal multiplication, 233
decimal system, 226
duodecimal addition, 231
duodecimal multiplication, 235
octal addition, 230
basic systems, 225
binary system, 227
complement arithmetic, (computers) 242-248
conversion of numbers, 236-242
counting, 226
decimal system, 226
definitions, 224
duodecimal system, 229
octal system, 229
position of digits, 225
radix, 225

O
Octal addition, 230
Octal multiplication, 234
Octal system, 229
OR operation, Boolean, 252
Oscillator, 162
Gunn (gallium arsenide) 162-164
Oscillators, blocking, 74-81
driven blocking, 79
ringing type, 80
self-pulsing, 75
single swing, 76-79
Oscillators, RC, 23
phase-shift, 26-29
Wien bridge, 24-26
Oscilloscope, Dual Trace, 1-12
accessories, 11
basic oscilloscope, 10
controls, 2-8
illustration of, 5
obtaining dual trace, 1
operation, 8-12
vertical section controls, 3

P
Parabolic reflector antennas, 185
Periodic table of elements, 286-288
Phantastron circuit, 53-58
Phase shift, oscillators, RC, 26-29
Plan position indicator display (PPI), 190-196
    basic PPI, 190
    electromagnetic deflection, 191
    PPI azimuth indication, 193
    rotating sweep, 193
    trace rotation, 195
Propagation fading, UHF communications, 98
Pulse forming/pulse shaping circuits, parts I, II, and III, 13-87
    astable multivibrators, 58-67
    blocking oscillators, 74-81
    clamps, 36-44
    coincidence circuits, 86
    counters, 81-86
    Eccles-Jordan trigger circuit, 45-49
    limiters, 29-36
    monostable multivibrator circuit, 51-53
    phantastron circuit, 53-58
    RC oscillators, 23-29
    RC and RL shaping, 14-23
    sawtooth generators, 68-74
    Schmidt trigger circuit, 49-51
    transient and nonsinusoidal voltages, 13

R
R's complement arithmetic system, 243
Radar antennas, 184-188
    airborne radar, 188
    broadside array, 187
    parabolic reflectors, 185
    safety precautions, 188
Radar system and microwave applications, 101-113
    artificial transmission lines, 107-110
    echo's, 104
    modulator timing/shaping circuits, 106
    modulator types, 107
    parameters, 102-105
    protective devices, 112
    radar pulses, 102
    radar waveforms, 101
    range and bearing accuracy, 105
    range determination, 101
    switching devices, 111
    system block diagram, 105-107
Radix or base number system, use of, 225
RC and RL shaping circuits, 14-23
Receivers, microwave, 165-179
    basic system, 165
    detector, 177
    indicator, 177
    IF amplifiers, 73
Receivers, microwave—continued
    MTI system, 178
    receiver mixers, 171
    video amplifiers, 177
Resolvers, 212
S
Sawtooth generators, 68-74
    transistor/electron tube, 73
    SCR, 71
    shockley diode, 69-71
    thyatron, 72
Schmitt trigger circuit, 49-51
SCR sawtooth generator, 71
Semiconductor letter symbols, 298-302
Servo amplifiers, 216-220
    electron tube type, 219
    transistor type, 217
Servomechanisms, 214-223
    amplidyne, 216
    hunting/antihunting circuits, 221-223
    open, closed loop systems, 216
Shaping circuits, RC and RL, 14-23
Shockley diode sawtooth generator, 69
Subtraction, binary numbers, 231
Switching devices, radar, 111
Synchro operation, 200-209
    capacitors, 208
    control transformer, 207
    system speeds, 208
    TX-TDX-TR system, 205-207
    TX-TR system, 201-206
Synchro zeroing, 209
    voltmeter method, 210
Synchos, 197-200
    classifications, 197
    construction of, 199
    control systems (CT), 199
    indicator, 177
    operation of, 200
    torque systems, 198
T
Theorem simplification, 258-271
Thyratron sawtooth generator, 72
Timing circuits, pulse forming and pulse shaping, 45-67
    astable multivibrators, 58-67
    Eccles-Jordan trigger circuit, 45-59
    monostable multivibrator, circuit, 51-53
    phantastron circuit, 53-58
    Schmidt trigger circuit, 49-51
    synchronization, 66
<table>
<thead>
<tr>
<th>INDEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transceivers, UHF, 88</td>
</tr>
<tr>
<td>transmitter section, 90</td>
</tr>
<tr>
<td>Transistor/electron tube sawtooth generator, 73</td>
</tr>
<tr>
<td>Transmission lines, Radar, 107-110</td>
</tr>
<tr>
<td>Transmitting devices, microwave, 137-164</td>
</tr>
<tr>
<td>gunn oscillator, 162-164</td>
</tr>
<tr>
<td>klystrons, 147-158</td>
</tr>
<tr>
<td>magnetrons, 137-147</td>
</tr>
<tr>
<td>traveling wave tube, 159-162</td>
</tr>
<tr>
<td>Traveling wave tube, (TWT), 159-162</td>
</tr>
<tr>
<td>applications and operation, 162</td>
</tr>
<tr>
<td>coupling methods, 161</td>
</tr>
<tr>
<td>Trigonometric functions, (tables), 289-295</td>
</tr>
<tr>
<td>Tropospheric scattering, UHF communications, 100</td>
</tr>
<tr>
<td>Truncated paraboloid antenna, 186</td>
</tr>
<tr>
<td>UHF communications, 88-100</td>
</tr>
<tr>
<td>circuit limitations, 96</td>
</tr>
<tr>
<td>diversity reception, 99</td>
</tr>
<tr>
<td>frequency multiplication, 89</td>
</tr>
<tr>
<td>grounded-grid amplifier, 92</td>
</tr>
<tr>
<td>lighthouse tubes, (disk seal), 96</td>
</tr>
<tr>
<td>microwave link repeaters, UHF, 97</td>
</tr>
<tr>
<td>noise generation, types of, 91</td>
</tr>
<tr>
<td>parallel type tuned lines, 95</td>
</tr>
<tr>
<td>propagation fading, 98</td>
</tr>
<tr>
<td>push-push frequency multiplier, 89</td>
</tr>
<tr>
<td>transceivers, 88</td>
</tr>
<tr>
<td>transceiver-transmitter section, 90</td>
</tr>
<tr>
<td>tropospheric scatter transmission, 99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Veitch diagrams, 264-269</td>
</tr>
<tr>
<td>Venn diagrams, 248</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveforms, 13-44</td>
</tr>
<tr>
<td>astable multivibrator, 60</td>
</tr>
<tr>
<td>blocking oscillator, 76-81</td>
</tr>
<tr>
<td>clamping circuits, 26-44</td>
</tr>
<tr>
<td>coincidence circuits, 86-88</td>
</tr>
<tr>
<td>counting circuits, 82-86</td>
</tr>
<tr>
<td>limiting circuits, 29-35</td>
</tr>
<tr>
<td>monostable, 54</td>
</tr>
<tr>
<td>multivibrator, 60-63</td>
</tr>
<tr>
<td>negative clamping, 44</td>
</tr>
<tr>
<td>phantastron, 56-58</td>
</tr>
<tr>
<td>ringing oscillator, 81</td>
</tr>
<tr>
<td>sawtooth generator, 74</td>
</tr>
<tr>
<td>Schmitt trigger, 50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeroing synchros, 209</td>
</tr>
</tbody>
</table>